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Abstract. In this paper we take a look at the predominant form of human com-
puter interaction as used in image retrieval, called interactive search, and dis-
cuss a new approach called artificial imagination. This approach addresses two 
of the grand challenges in this field as identified by the research community: 
reducing the amount of iterations before the user is satisfied and the small sam-
ple problem. Artificial imagination will deepen the level of interaction with the 
user by giving the computer the ability to think along by synthesizing (‘imagin-
ing’) example images that ideally match all or parts of the picture the user has 
in mind. We discuss two methods of how to synthesize new images, of which 
the evolutionary synthesis approach receives our main focus. 
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1    Introduction 

In the early years of image retrieval – the mid ’90s – searches were generally per-
formed using only a single query [3]. It was soon realized that the results could be 
significantly improved by applying interactive search and hence it did not take long 
before interactive search methods [4-9,11] were introduced into the field of image re-
trieval – or multimedia retrieval in general. 

Interactive search, also known as relevance feedback, was initially developed to 
improve document retrieval [1]. Under this paradigm, the retrieval system presents a 
ranked set of objects relevant to the user’s initial query and from thereon iteratively 
solicits the user for feedback on the quality of these objects and uses the feedback to 
compose an improved set of results. But, as keywords in a query can be matched one-
on-one with text in a document and therefore good results can be obtained in a single 
step, its use has remained limited. In image retrieval, however, a user’s query cannot 
be directly mapped onto items in the database. Interactive search turned out to be es-
pecially well suited for this problem: by interacting with the user, the system can learn 
which (features, parts of) images the user is interested in; the feedback resolves many 
of the uncertainties that arise as the system tries to learn what the user is looking for. 

Despite the progress made, finding images of interest remains a major problem. 
Recent literature (e.g. [9], [11]), regards the following issues as the grand challenges 
in this field: 



 
1. Bridging the semantic gap through improved concept detection techniques. 

Since users think in terms of high-level semantic concepts and not in low-level 
image features as available to the system, it is very important to select the 
most useful image descriptors, to help narrow this so-called semantic gap. 

2. Overcoming the curse of dimensionality by selecting only the most optimal 
features. It is also essential to use suitable multi-dimensional indexing tech-
niques for an efficient search in high-dimensional feature space, especially 
considering that performance quickly suffers with an increase in dimensional-
ity [12]. 

3. Reducing the amount of iterations before the user is satisfied. Requiring a 
minimal amount of effort a user has to invest is key in relevance feedback: if 
too much involvement is demanded, the user will be reluctant to use the sys-
tem. 

4. Solving the small sample problem, which is the issue that the user will only la-
bel a few images while the amount of dimensions in feature space is huge, 
making it very difficult to discover the user’s interest. 

 
Note that solving (or at least alleviating) the small sample problem will have a di-

rect effect on the amount of iterations needed: if more samples are labeled by the user, 
the retrieval system obtains better insight into the user’s interests and consequently 
will be able to return better images, thus more quickly satisfying the user. 

Several methods have been proposed that address the small sample problem. In 
[13] it was found that combining multiple relevance feedback strategies gives superior 
results as opposed to any single strategy. In [14], Tieu and Viola proposed a method 
for applying the AdaBoost learning algorithm and noted that it is quite suitable for 
relevance feedback due to the fact that AdaBoost works well with small training sets. 
In [15] a comparison was performed between AdaBoost and SVM and found that 
SVM gives superior retrieval results. Good overviews can also be found in [16] and 
[11]. 

In section 2 we will address the third and fourth of above challenges by a new ap-
proach we call artificial imagination, which will deepen the level of interaction with 
the user by giving the computer the ability to think along by synthesizing (‘imagin-
ing’) example images that ideally match all or parts of the picture the user has in 
mind. In section 3 we will demonstrate our initial implementation of this approach. 

2  Artificial Imagination 

Our visual imagination allows us to create newly synthesized examples based on 
our memories and experiences. When we are learning new visual concepts, we often 
construct such examples based on real objects or scenes to help understand or clarify 
the primary features which are associated with the concept. One example from real 
life is when a journalist is looking for a photo to accompany his article and asks an ar-
chivist to find it, see Figure 1. Artificial imagination is the digital analogy of our own 
visual imagination. The computer is endowed with the ability to intelligently synthe-



size images and to present them to the user to ask whether or not they are relevant. 
These synthesized images are constructed in such a way that they target one or more 
particular features that are important to the query. Our idea is that the generated im-
ages (that are not in the database) are more in line with the user’s thoughts and conse-
quently the user will be able to select more images as relevant during an iteration. We 
can then compare the results obtained from search queries without using synthesized 
images to search queries including the synthesized images and see to what extent our 
approach improves the results. 

 

 
Fig. 1. An example of visual imagination. The journalist has a scene on its mind and tells the 
archivist what it looks like (sky, grass, trees). The archivist imagines scenes that contain the 
concepts mentioned; however because the image concepts might not be perfectly transferred, 
the imagined scenes do not necessarily initially resemble the image the journalist is thinking of 
(top-right imagined image). After exchanging image concepts (‘night-time or day-time?’, ‘trees 
equal size or one larger than the other?’) and obtaining more detailed information, the archivist 
is then better able to imagine the scene (bottom-right imagined image) and consequently is bet-
ter able to return suitable images. 

A content-based image retrieval system employs methods that analyze the pictorial 
content of the images in the database and performs similarity comparisons to deter-
mine which images the user most likely is interested in. Generally, the pictorial con-
tent is translated to a set of image features and, based on these, each image is then 
placed at the appropriate location in the high-dimensional feature space. The similar-
ity comparisons are performed directly in this space (e.g. [1]) or after mapping this 
space to a lower (e.g. [17]) or higher (e.g. [18]) dimensionality. 

As we mainly want to focus on the feedback-based generation of examples, we use 
the classic and well-known relevance feedback method proposed by Rocchio [1], 
where the simple idea is to move a query point toward the relevant examples and 
away from the irrelevant examples. The Rocchio algorithm has the advantage of 
working relatively well when few examples are available. However, one challenging 
limitation of the Rocchio algorithm is that the single query point can necessarily refer 
to only a single cluster of results. 

In Figure 2 a simplified system diagram is depicted of our content-based image re-
trieval system that uses synthetic imagery. It is important to realize that in our imple-
mentation the synthesis and retrieval/search aspects of the retrieval system are sepa-



rate from each other: the feature space used to perform similarity comparisons does 
not necessarily have to be the same feature space used to synthesize images. 

 

 
Fig. 2. Diagram of our retrieval system. 

In our current system, we use several MPEG-7 [19] features (edge histogram, ho-
mogeneous texture, texture browsing and color layout) for the space in which we de-
termine the similarity between images and in which we discover more relevant im-
ages by using the Rocchio method; for synthesis we use the feature space formed by 
taking the Karhunen-Loeve Transform (KLT, e.g. [20]) of each image in the database 
and using N coefficients from its KLT representation. Section 2.2 discusses in more 
detail how this is done. Thus, each image – real or synthesized – is associated with 
both an MPEG-7 and a KLT feature vector. This is illustrated in Figure 3. 

 

 
Fig. 3. The features used to represent an image serve different purposes. 

The artificial imagination paradigm introduces several novel challenges, of which 
the most important ones are (i) which locations in feature space will be optimal can-
didates for synthesis and (ii) how do we synthesize an image given a point in feature 
space. In the following sections we suggest possible solutions to these two challenges. 

2.1 Optimal synthesis locations 

Here we describe two different methods to determine locations in the KLT feature 
space that are likely to result in suitable images when synthesized. 



2.1.1 Inter-/extrapolation of feedback 
By analyzing what effect the feedback has on the movement of the Rocchio query 
point over time, we can infer one or more locations where the query point likely will 
move after the next iteration; these points can therefore be synthesized, see Figure 4. 

 

 
Fig. 4. Inferring likely future query points for synthesis: if over time the query point moved 
from point 1 and ending at 5, two likely future query points could be s1 and s2. 

2.1.2 Evolution of feedback 
Using evolutionary algorithms, points in feature space can be determined that are 
likely to maximize the ‘fitness’ (suitability, relevance) of the synthetic image. See 
Table 1 for the steps in our algorithm. After step 4 the algorithm loops back to step 2. 
An illustration of the crossover and mutation steps are shown in Figure 5. 

Table 1. Evolutionary synthesis algorithm 

step 1: starting population random selection of images 
step 2: crossover sub-sampling: after feedback has been received, 

take subsets of the positive examples and mix their 
feature vectors to yield new points in feature space 

step 3: mutation negative examples and previous feedback can be 
used to move the points generated in step 2 to an 
adjusted location, or new random elements can be 
introduced into the syntesized images 

step 4: survival the user determines the fitness of the synthesized 
images by providing relevance feedback 



  
Fig. 5. Crossing over positive points p1, p2 and p3 and mutating the resulting point through in-
fluence of negative points n1 and n2 to arrive at point s, from which a synthetic image can be 
generated. 

2.2 Image synthesis 

A point in KLT feature space is a set of coefficients weighting the eigenvectors of 
the KLT representation. We can thus synthesize the corresponding image by the stan-
dard method of linear reconstruction using the coefficients and corresponding eigen-
vectors. The MPEG-7 features of this synthesized image can be easily extracted by 
considering the image as any regular image and applying the MPEG-7 feature extrac-
tors to it, see Figure 6. 

 

 
Fig. 6.  From KLT feature point to synthetic image, followed by determining its MPEG-7 fea-
tures. The KLT and MPEG-7 features together enable this new image to be used in the feed-
back process as if it is a real existing image from the image database. 

For clarity, we give a detailed example in pseudocode of the process of finding 
similar images and subsequently synthesizing a few images with the evolutionary syn-
thesis algorithm. In this example, the user only selects relevant (positive) images from 
the initial random selection. 

 



‘preprocessing 
load all N images from disk into I[n], where n = 1...N 
for each n, do 
   compute MPEG-7 features of image I[n] and store in M[n] 
   compute KLT coefficients of image I[n] and store in K[n] 
end 
 
‘initial selection 
select R random images from I; present to user 
 
wait for user to perform relevance feedback 
store positive examples in P[i], i = 1...NP 
 
‘analyze feedback 
given relevant images P[i] do 
   determine Rocchio query point q = mean(M[P[i]]) 
   select most similar images W to q using distance to M[n] 
   ‘crossover 
   for each nonempty subset Ak⊂P[i], k = 1...(2NP-1) do 
      ‘synthesize new feature vector 
      K[N+k] = mean(K[P[Ak]]) 
      synthesize image I[N+k] by inverse KLT on K[N+k] 
      compute MPEG-7 features M[N+k] of image I[N+k] 
   end 
   return W and S = (I[N+1]...I[N+2NP-1]) to the user 
end 
 
 
One should realize that the synthesis of an image using a feature space other than 

KLT may not be as straightforward. With KLT, a direct one-on-one mapping exists 
between the coefficients/eigenvectors and the pixels through linear reconstruction. 
This is generally not the case with other feature spaces where image reconstruction is 
not well-defined. For instance, suppose that color histograms are used as features. 
Given a color histogram, it is not possible to synthesize a unique image. We have in-
formation about how often each color should appear in the image, but we do not know 
where the colors should be located, and many images have the same histogram. 

3 Results and Examples 

We have developed a system for the retrieval of color texture images which uses 
1000 textures taken from the Corel database. The images are represented by means of 
a decomposition in terms of “eigen-textures” obtained through the KLT transform and 
are additionally associated with several MPEG-7 features (edge histogram, homoge-
neous texture, texture browsing and color layout). The synthetic images we show are 
created using our evolutionary algorithm approach. 

The following example provides a first proof-of-concept: using our current imple-
mentation, we typically observe small improvements in the relevance rankings after 
incorporating one or a small number of generated synthetic images as positive rele-
vance feedback. As illustration we describe two image query sequences aimed at find-
ing flowers/leaves that contain purple and green. In the first sequence no synthetic 



images are used in the process, while in the second sequence they are. The initial set 
of images that we indicate as relevant are shown in Figure 7.  

 

 
Fig. 7. Initial selection of relevant images. 

The results that are returned after submitting this query are shown in Figure 8. 
When not using any synthetic images that are generated, the user selects the five rele-
vant images (shown with the green borders in Figure 8), and submits this modified 
query. The result from this second query is that the system is unable to return any new 
relevant images.  

 

 
Fig. 8. Image ranking after the first step. 

 
Fig. 9. Synthesized images by applying the evolutionary algorithm to the five relevant images 
that were selected in the initial screen. 

However, if the user had included the most relevant image from the set of synthe-
sized images – the purple flower with the green border in Figure 9 – then the results 
would have improved with an additional two relevant images, see Figure 10. 



 
Fig. 10. Ranking after two iterations using the synthesized image. 

Although the incorporation of synthetic images seems to only have modest positive 
effects, their use is nonetheless promising. The synthesized examples tend to show 
meaningful similarities with the positive examples, whereas the Rocchio query point 
often has a large distance to individual positive examples and sometimes centers on 
an undesirable cluster of images that show none or few of the desired image charac-
teristics. In this case the synthetic images may offer valuable examples to steer the 
search to more relevant regions. 

4 Conclusions and Future Work 

Artificial imagination is a promising paradigm that can significantly enhance the 
level of interaction of the retrieval system with the user. By giving the retrieval sys-
tem the power to imagine, it will more quickly understand what the user is looking 
for. Our evolutionary synthesis algorithm shows much potential for the generation of 
synthetic imagery. In future work we intend to explore other classification/synthesis 
methods such as wavelets [10], more advanced relevance feedback strategies such as 
[18], methods for dealing explicitly with the partial relevance of specific image as-
pects [8], and other focused areas such as face analysis and recognition [2]. Also, to 
apply the concept of artificial imagination to the case of general images (as opposed 
to textures only), we will work on the generation of collages, where the system can 
combine image concepts/objects by placing them in a single image.  
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