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Abstract

Face detectionin complexenvironmentsis an
unsolved problem which has fundamental
importance to face recognition, model based
video coding, content basedimage retrieval,
and humancomputerinteraction. In this paper
we model the face detection problem using
information theory, and formulate information
based measures for detecting faces by
maximizingthe feature class separation. The
underlying principle is that searchthrough an
image can be viewed as a reduction of
uncertainty in the classification of the image.
The face detection algorithm is empirically
comparedusing multiple testsets,which include
four face databases from three universities.

1 Introduction

The information theoretic approachprovides a
foundation for determining new insights and
solutions toward image modeling and analysis
problems. In this paperwe describeinformation
theoreticsolutionstoward solving face detection.
From the survey of Chellappa,et. al. [2], they
concludethat segmentatiorof face regionsfrom
images is an important problem which has
received surprisingly little attention.
Facedetectionin complexenvironmentds
an important unsolved problem which has
fundamental importance to human computer
interaction, model basedvideo coding and face
recognition. The face detectionproblemmay be
describedas follows: Given a test image (any
scannedin photographor frame from a video
camera),find the locations and size of every
humanface within the image. The problem of
face detectiondiffers from the problem of face
recognitionin that facedetectionhasexactlytwo
classifications: face or nonface, whereasface
recognition usually has a number of
classifications equal to the numberindividuals.

Facerecognition programsusually require face
detection before thimdividual recognitioncanbe
performed. The task of face detectionis often
avoided by manual segmentationof the input
imageor by making the assumptiorof a simple
or uniform background.

Facedetectionis also interestingbecauset
could provide valuableinsight into the general
topic of 3D object recognition since it shares
many of the sameproblems. Someof the most
important problems are (1) view dependeribe:
image of the face will vary with the viewing
direction (2) nonrigidity: from the same
viewpoint, different facial expressionswill result
in different imagesand (3) lighting: with the
sameviewpoint and the samefacial expression,
theimagecanbedifferentdueto diverselighting
environments.

Therehasbeenconsiderableecentinterest
in facedetection. Someof the work includesthe
following: Yuille, et al. [13] useddeformable
templatesto model the eyes, nose and lips.
Huang and Tang [4] used the fast Fourier
transformon the Laplacianof the Gaussianto
performfacedetection. Pentland et al. [7] used
eigenvectorgo describeentire facesand features
suchasthe eyesandnose. YangandHuang[12]
usea constraintbasedmagepyramid. Sungand
Poggio[11] useda neural network to find face
and nonfaceclusterswhich are describedusing
eigenvectors.Rowley and Kanade[9] compare
different strategiesin using neural nets for
detection of faces.

The goalsof this paperare twofold. First
we reviewthe fundamentalelationshipsetween
the established estimation and information
theoretic principles, namely, maximum
likelihood, Shannon’s[10] mutual information,
Akaike’s information criterion [1], and the
Kullback relative information [5]. Second,we
apply the Kullback relative information toward
optimizing face detection with emphasis on
template design.



2 Estimation principles

In this section, we show that the Kullback
relative information can be viewed as an
underlying basis for the maximum likelihood
principle, Shannon’smutual information, and
Akaike’s information criterion.

Given a setof estimatess’ of the vector of
parametersvy of a probability distribution with
density function p(x | v), we usein maximum
likelihood estimation the estimate which
maximizes the expected log likelihood

E[log p(X|V )] = EH p(x|v) log p(x|V )de @)
where X is a randomvariable with distribution

p(x|v). It canbe shownthat (1) is equivalentto
maximizing
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which by definition is the Kullback relative
informationbetweenp(x | v') and p(x | v) which

is usually written as
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Shannon’s[10] model of an information
system is completely defined by the source
alphabet, A=[ay,...,a], the source symbol
probabilities, z=[P(a),...,P(&)], the channel

matrix Q, the user ensembleB=[b,,...,b], and
the user symbol probabilities, v=[P(by),...,P())]
such that
v=0Qz 4)
or
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i C
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as shown in Figure 1.
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Figure 1. An information system.

The average information of the source,
H(z), is the mathematicalexpectationof the
source information

H(z) = —i P(a;)logP(a) (5)

In Figure 2, we show the entropy image of the
eyes/nosetemplatesfor the front view. Each
pixel is treatedas an independentinformation
channel.
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Figure 2. The entropy image of the eyes/nose
templates. Average informatios 5.16 bits/pixel.

Whiter pixels have greaterentropy than darker

pixels.

The mutual information af andv is

I(z,v) = H(2) - H(z]v) (6)
or
P(a;. b) 7
I(z,v) = ZZP(aJ,q‘)Iog P(a,)P(b) ()
Thus, the mutual information is the average
information received upon observing a single
output of the information channel.

If we rewrite the Kullback relative
information in discrete form, we find that
g (y) (8)
I, %) = Eq(y) %9 V)

andthatthe mutualinformationis a specialcase
of J, whenq;=P,,, and gy=M,, WherePy, is the
joint distribution of a and b, and M, is the
product of the marginals.
By taking log go(V’' | V') as the estimateof its
meanand then removing the bias, we arrive at
[8]

N log r + 2k 9)
which is Akaike’s information criterion.

3 Information theoretic

design

template

The Kullback relative information measureshe
class separationbetweenq, and g;. In face
detectionwe define the most informative pixels
(MIP) as the oneswhich maximize the relative
information or gives the maximum class
separation. Sincethe numberof priors and the
dimensionality of the estimates to the
distributionsincreasedor every additionalpixel,



we apply the Markov condition which assumes
that the distribution of statesfor a pixel is only
dependent on its neighbors. This resulta finst
order Markov random field approximation to
oy | {v, V2, ..., W'} where{vy, v/, ..., v/}
represents the set of known pixels.

3.1 Markov random fields

A subsetof Markov randomfields are known as
Gibbsian random fields [14], which have the
conditional probabilities of the form

0 C 10
P(sy1S,) = Zieng'$z F (G (kvl))E ( )

For our purpose, we use the four-neighbor
structurefor the clique, Ci(k,I), andthe termin
the exponent as

-2 [a + B * 5) B 510+ 5.

where a, B;, and B, are parametersof the
distribution, which dependon the pixel location.
By using the most informative pixels, we can
maximize equation (3), J, while reducing
computational complexity.

(11)

3.2 Facedetection

In the facedetectionproblemdomainour goalis
to detectevery humanface in an image while
minimizing the number of false alarms. The
algorithm is briefly described below:

(1) For a given numbef pixels, Ny, find the set
of mostinformative pixels (MIP) using the
Kullback relative information measure.

(2) Usethe MIP in obtaininglinear featuresfor
classification and representationusing the
method of Fukunaga and Koontz [3]

(3) For everyinterestingimagescaleand every
23x32window, usethe distancefrom feature
spacemetric, DFFS (for more information
seePentlandet al. [7]. Whenthe DFFSto
the face cluster is lower than the DFteShe

Figure 3. Nine views of one individual for the
training set.

Face databasefrom MIT, CMU, and Leiden
University were used for testing.

The application of the Kullback relative
informationto face detectionyields the eye/nose
templaterelative informationimageandthe 256
most informative pixels in Figure 4(a), and an
example is shown in Figure 4(b).

It is interesting to note that the MIP
distributiongenerallyavoidsthe nosearea. This
agreeswith psychologicalevidence on human
face detectionin which severalstudiesshowed
that the noseplays an insignificant role in face
perception and retention [2].

We appliedthe face detectionalgorithm to
four datasets: the Leiden 19th century portrait
databasea CarnegieMellon University (CMU)
database,a databasefrom the Massachusetts
Institute of Technology(MIT) and the CMU
website database.

The 19th century databaseas composedof
494 images containing 574 faces. These are
portrait imagesfrom scannedphotosof a wide
rangeof peoplefrom the 19th century. Thereis
significantnoisein the form of film discoloring,
generalmishandling,and loss of contrastdue to
film degradation.

The CMU databaseconsistsof 42 scanned
photographswith 169 faces. Thesephotographs
originated  from television  broadcasts,
newspapers,and magazines. The interesting
guestioncreatedarising from their databases
whether hand drawn faces (i.e. a smiley face)

nonface cluster, then it is assumed that a faceshould be recognizedas a face. Although our

is within the window.

Our training databaseconsistedof 9 views of
100 individuals as shown in Figure 3.

face detectorwas trained only on humanfaces,
we usedtheir groundtruth, which assumeghat
hand drawingsare faces. Thus, we would not
expectour facedetectorto performwell on their
database.



Figure4. The relative informationimage (a) of
the face class (no priors) with respectto the
nonface class, and the 256 most informative
pixels (b).

The MIT databaseis composedof 23
imagesof group teamphotos,imagesof friends,
and coworkerswith a total of either 149 or 155
faces depending on how the face count is
performed. Specifically, MIT labelled149 faces
whereasCMU labelled 155 faces. In order to
make benchmarkingstable, we always test our
algorithm on the groundtruth as definedby the
creator of the dataset.

The CMU websitedatabaséas a subsetof
the imagesat the CMU WWW face detection
website, which allows imagesto be submitted
from anywebsitein the world. It is composecbf
71 imagesand 270 faces,which include scanned
photos from magazines,newspapers,personal
collections,and TV shows. In Table 1, we show
resultsfor eachof the internationaltestsets,and
in operating characteristic in Figure 5.

Table 1. Results for specific test sets.

MIP Face Detector
Detection % / # False Alarm{
Leiden Portrait 97.4/ 46
Database
Test Set A - CMU 88.3 /508
Test Set B-MIT 94.1/64
Website Database 84.9/13
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Figure 5. The operating characteristic for thee
detector.

The detectionrates for the MIP and the
uniform distribution are shownin Figure 6 for
.01% false alarms. For the samepercentageof
pixels, the Kullback distribution had greater
relative to the

detection rates uniform

distribution.
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Figure 6. MIP and uniform distribution (w/o
MIP) detection rates with respectgercentagef
pixels (a),andan exampleof facedetectoroutput

(b).

In Figure 7 and 8, we show the face detector
output for imagesfrom the CMU databaseand
the CMU website.Notein Figure7 thatthefalse
alarm is roughly similar to a face.
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4 Conclusions

In this paper, we first reviewed the
mathematicarelationshipbetweenthe Kullback
relative information and the other well known
estimation criterions. Second, using the
Kullback relative information, a method was
describedfor determiningthe most informative
pixels for templatematching. Thesepixels have
the property that they maximize the class
separationwhich resultsin lower classification
errors.We proposeda view-basedface detection
method using the most informative pixels, and
extensively tested the algorithm on 4
international databases from 3 universities.

Future work will be directed toward
detecting side views and using a modular
approachtoward feature based face detection
where eachfeatureis representedyy a Kullback
distribution.

| L -
Figure 8. Image “next” from the CMU database.

Acknowledgments

Funding was provided by the AdvancedSchool
for Computing and Imaging, Delft, The
Netherlands. We would like to thank Kah Kay
Sung and TomasoPoggio; and Henry Rowley,
ShumeetBaluja, and Takeo Kanade for their
websites and databases.

WWW & demo sites

You can download the MIP face detector from
http://www.wi.leidenuniv.nl/home/mlew/lim.html
The Leiden 19th century portrait database is at
http://ind156b.wi.leidenuniv.nl:8086/intro.html
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