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ABSTRACT
In this paper we provide a comparative study of content-based copy detection methods, which include research literature methods based on salient point matching (SURF), discrete cosine and wavelet transforms, color histograms, biologically motivated visual matching and other methods. In our evaluation we focus on large-scale applications, especially on performance in the context of search engines for web images. We assess the scalability of the tested methods by investigating the detection accuracy relative to descriptor size, description time per image and matching time per image. For testing, original images altered by a diverse set of realistic transformations are embedded in a collection of one million web images.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information Search and Retrieval – Clustering, Information Filtering. H.3.1 [Information Storage and Retrieval]: Content Analysis and Indexing – Indexing Methods. I.4.9 [Computing Methodologies]: Image Processing and Computer Vision – Applications

General Terms
Algorithms, Experimentation, Measurement, Performance

Keywords
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1. INTRODUCTION
Within the field of content-based retrieval ([19]), multimedia copy detection methods have received significant attention: on images (e.g. [5]), video (e.g. [1]), audio (e.g. [9]) and text (e.g. [2]). However none of these have been objectively benchmarked in the context of very large media collections (millions), such as the World Wide Web. Evaluating which methods are the best candidates for copy detection on the WWW is our primary goal.

Hundreds of millions of images can currently be found on the internet. Many of these are copies which have been altered in diverse ways, such as inclusion of title and menu text for web page designs, magazine layouts, conference posters, etc. In [11] a study is presented that investigates the extent of this issue for a diverse selection of popular search terms and the authors identify two important factors for predicting if a search term is likely to result in image rankings with many copies or near-duplicates: images on certain topics are relatively rare and cause the few available images to be reused on many different sites, whilst other images are reused often because of their popular content. Besides such reuse of images across the internet, another common source of redundancy is images offered in different sizes, e.g. as thumbnails linked to pictures in the original resolution.

We set out to provide a first comparative study of copy detection methods that are feasible for detection of copies in very large and growing image sets. Given the quantity of images available today on the internet this rules out a number of approaches to copy detection, most notably the watermarking approach ([6]) where information is added to the content primarily for the detection of illegal copies. One particular reason we perform this study is the development of our Noteworthy image search engine, which keeps track of new and noteworthy images appearing on the web. Facilitating this type of service requires highly scalable copy detection methods.

We evaluate the methods by two important, yet potentially contradicting, criteria: first by accuracy, typically measured in terms of false positive and false negative rates or their close counterparts precision and recall; second by computational requirements, i.e. by measuring indicators for usage of main memory, hard disk storage, and processing times for image description and image matching. Given the purpose sketched above we are especially concerned with the scalability of the detection methods with respect to these measurements. Many studies have focused on test sets with a size in the range of 10,000 to 40,000 images ([4, 11-15]), but in the context of web search there is clearly a need to use larger test sets.

In this paper we present our first performance evaluations for copy detection on a set of original images and copies – altered versions of the original by a diverse set of realistic transformations – and embedding them in a collection of one million actual web images. The individual methods ([3-5, 7]) for copy detection compared in this paper typically provide some basic benchmarking but rarely compare their results to other methods and none of these studies use test sets sizes comparable to ours.

If we look at related work, in [11] an exploratory study is presented comparing methods also targeted at near-duplicate detection of web images. However, the aim of that paper is to detect copies in the results returned by search engines. As we are aiming to detect copies in all indexed images, we need to assess feasibility at much larger scales. For the domain of video copy detection, [1] offers a study similar in setup to ours. Original sequences transformed by common editing operations are embedded in a large collection of sequences. Also in [15] a
similar evaluation methodology is used with 40 different image transformations to test their method on two databases containing roughly 10,000 to 20,000 images.

The structure of the paper is as follows. In Section 2 we describe the copy detection methods we have compared in this study. In Section 3 we describe the experimental setup of the comparative study. In Section 4 we present the results of the experiments, and we conclude in Section 5.

2. COPY DETECTION METHODS

We have selected four copy detection methods from recent literature, each of which uses a different representation as basis for detecting copies, namely discrete cosine transform, discrete wavelet transform, color histograms and interest points. In addition we have developed three other methods, two low-complexity ones that we have included mainly to obtain a first reference level of performance that can serve as a baseline for the other methods and one that is based on human vision.

Discrete cosine transform: For the representative research literature method using the DCT, we used the algorithm by Kim[5]. The images are converted to grayscale and then resampled using intensity averaging to size 8x8. The resulting 64 intensities are transformed into a series of coefficients by performing an 8x8 2D DCT and the coefficients are then ranked by the AC magnitudes, see Figure 1. Copies are detected by comparing the $L_1$ distance between the rank matrices.

Discrete wavelet transform: In the work by Chang, et al.[4], each image is resampled to 256x256 pixels and then converted to a human perceptual color model. Daubechies’ DWT is used multiple times to reduce the number of coefficients. For each of the three color channels, the resulting low frequency coefficients are used as color filter, while the horizontal, vertical and diagonal high-frequency coefficients are separately summed and thresholded and used as shape filter. Copies are detected by first ensuring that the values of the shape filter are identical and then the $L_2$ distance is compared between the color filters.

Color histograms: The representative research literature work [7] for color histograms begins by conversion to HSV color space and creating a quantized color histogram. Using a training set of originals and copies, the differences between the histograms of an original and its copies are modeled into a probability density function. Copies are detected by comparing the $L_1$ distance between the (normalized) difference of histograms of two input images and the probability density function.

SURF interest points: As SURF[3] has been shown to outperform the other well-known methods based on interest points SIFT[18] and GLOH[8], we have selected this method as the leading technique for the interest points representation. Each image is converted to grayscale and its upright SURF descriptor is extracted (for copy detection rotation invariance is not required); it uses a Hessian matrix-based measure for the detection of interest points and a distribution of Haar wavelet responses within the interest point neighborhood as descriptor. The SURF method as implemented by the original authors uses 8-byte doubles and has a memory cost of roughly 520 bytes per salient point or typically around 780KB per image, but this is infeasible storage-wise for large image collections. Therefore, using the salient points detection algorithm and saliency strength measurement as provided in the libraries from the SURF authors, we have selected the top-N strongest points and attempt to reduce the memory load even further by using 4-byte floats instead of the 8-byte doubles. Copies are detected by first ensuring that the Laplacian sign is the same between two input images and then per interest point in one image finding the best matching interest point in the other image, based on the nearest neighbor ratio as suggested by the authors.

Median: After resampling each image and converting it to grayscale, the image is divided into 64 blocks (8 horizontal by 8 vertical). The median intensity is calculated for each of these blocks and is compared with the median intensity over the entire image. The image descriptor consists of a bit vector flagging if block medians are greater than the overall median. Copies are detected by comparing the number of bit errors between vectors.

MD5 hashing: Images are resampled and values of each of the RGB color channels are reduced to 4 bits. The 64-bit MD5 (Message-Digest algorithm 5, which is a widely used but partially insecure cryptographic hash function) is calculated over the resulting array. Copies are detected when the MD5 values of two input images correspond. The strength, and also the weakness, of this approach is that the MD5 hash function only hashes to the same value when the 4-bit per pixel RGB arrays exactly correspond, and any variation in the array members will result in completely different MD5 values.

Retina: Human vision is a well-researched system, particularly in biology, that has many promising possibilities in computational visual understanding algorithms. This approach is based on results from the neuro-biology field described in [16], which reveal that the human retina has an exponentially decreasing density of cones in the eye with decreasing visual acuity as measured from the center of the retina, as shown in Figure 2. Our approach tries to roughly replicate it by overlaying rings of decreasing density on the image. We compute the HSV color moments (4 bits per color.

Figure 1. Example of ranking 15 DCT coefficients: a) input image, b) 8x8 DCT coefficient matrix with the 15 coefficients in blue, c) ranking of coefficient indices (displayed as vector)

Figure 2. Cone and rod density in the human retina
component) of several points on each ring based on the sample region size and measure similarity using the $L_1$ distance.

In a real-world setting, appropriate distance thresholds need to be established for the methods in order to differentiate between copies and non-copies. For evaluation purposes, however, hard cut-off values are not necessary and we only need to report on the ranking of distances between images to obtain meaningful accuracy and performance results.

We have implemented the four copy detection methods from recent literature to the best of our ability, based on the sequence of steps and values used as described in their respective papers. In order to determine the accuracy relative to varying descriptor sizes, we have also created variations of the original methods. See Table 1 for an overview of all methods.

3. EXPERIMENTAL SETUP
A query image will be compared to two sets of images: (i) a set of known copies of the query image, generated by a specific set of image transformations on the original as described in Section 3.2, and (ii) a very large set of web images. To evaluate the accuracy of the copy detection methods we use a testing framework that for each query image measures the distances to all images in the two test sets. Ideally, all copies have small distances to the query image, whereas all other images have large distances. One of the set of results we present is average precision at different recall levels versus descriptor size, as we are specifically interested in the accuracy of a method with respect to its computational requirements. The results allow us to quantify how well a copy detection method is able to detect the copies. See Section 4 for a more detailed description of the measurements and the results.

Table 1. Overview of copy detection methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Variations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cosine</td>
<td>rank of first 15, 24, 35, 48, 63 coefficients</td>
</tr>
<tr>
<td>Wavelet</td>
<td>coefficient reduction to 8x8, 16x16, 32x32</td>
</tr>
<tr>
<td>Color histograms</td>
<td>convert to HSV using 8:2:2, 4:4:4, 8:4:4, 16:4:4, 8:8:8 bits per component and 10 bins for probability density function</td>
</tr>
<tr>
<td>SURF interest points</td>
<td>use the strongest 2, 4, 6, 8, 10 interest points</td>
</tr>
<tr>
<td>Median</td>
<td>resample image to 8x8, 16x16, 32x32, 64x64, 128x128, 256x256</td>
</tr>
<tr>
<td>MD5 hashing</td>
<td>resample image to 8x8, 16x16, 32x32, 64x64, 128x128, 256x256</td>
</tr>
<tr>
<td>Retina</td>
<td>use center point plus two rings (with 9 points on the first ring and 15 points on the second) and use HSV or grayscale color space</td>
</tr>
</tbody>
</table>

Table 2. Overview of image transformations

<table>
<thead>
<tr>
<th>image recoding</th>
<th>image resampling</th>
<th>content processing</th>
<th>framing</th>
<th>insertion of elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 transformations</td>
<td>20 transformations</td>
<td>2 transformations</td>
<td>4 transformations</td>
<td>2 transformations</td>
</tr>
<tr>
<td>compress IJG 50-95%, convert to PNG, convert to GIF</td>
<td>resize to 50% and compress IJG 50-95%, resize to 25% and compress IJG 50-95%</td>
<td>contrast enhancement, sharpening</td>
<td>crop, letterbox, zoom in, zoom out</td>
<td>insert text, insert logo</td>
</tr>
<tr>
<td>4 transformations</td>
<td>2 transformations</td>
<td>2 transformations</td>
<td>2 transformations</td>
<td>2 transformations</td>
</tr>
</tbody>
</table>

3.1 Test sets
The web images were collected using the internet crawler of the Noteworthy image search engine. In total 1,000,000 web images are used, of which a high proportion are photographic. The query images are taken from an image set known not to be published on the internet, ensuring that the only copies in the test set will be the images generated by the transformations on the original query image. The query image set consists of 3000 color photos taken at various locations in world. The sizes of the web images range between 120x150 and 640x640 pixels and the sizes of the query images alternate between 640x480 and 480x640 (depending on whether the photo was taken in landscape or portrait orientation). See Figure 3 for example images from both image sets.

The methods that require a training phase in order to estimate certain parameters, e.g. weights and thresholds, were given a set of 1000 web images and 343 query images (plus copies) that were not included in the test sets.

3.2 Transformations
Copies are the result of one or more transformations on the original digital source. In [11] it was found that, for images returned for a number of popular search terms, the most often occurring changes are first image rescaling and next image cropping. They also discovered that the images often are altered by more than one transformation. Changes in compression level were not analyzed. For our study we categorize the image transformations as follows.

Image recoding: This category includes changes in the original that result from image compression and change of image file format. These operations tend to change the pixel color values of the pixels, albeit sometimes only modestly, e.g. as a result of a change of color depth, constraints on the color table, or by reducing the information used to reconstruct these color values. For our tests we save the original images at various levels of compression (ranging from 50-95% on the Independent JPEG Group [17] compression scale with steps of 5%). To test for the effect of a drastic change in color depth we also convert the images to the GIF format (which leads to a maximum total number of colors of 256). Additionally, we convert the original JPEG images to PNG. This is strictly a test for consistency since PNG compression is lossless.

Image resampling: For this category we resize the original images to 50% and 25%, and also save these images at the aforementioned levels of IJG JPEG compression.

Figure 3. Example images from web set (top row) and query set (bottom row)
In total we used 3000 query images, 120,000 copies and 1,000,000 web images. The image descriptors were calculated for all these 1,123,000 images for each variation of each method.

4. EXPERIMENTAL RESULTS

In Table 3 we show the computational performance results for all copy detection methods. An ideal copy detection method needs little time to calculate the descriptor of an image and this descriptor uses a minimal number of bytes; in addition, the time needed to compare this descriptor to other image descriptors is also small. However in practice no method possesses all these properties. It is thus important to realize the tradeoffs between the various performance indicators and weigh them accordingly to the intended application needs. As we are using large image databases, the following are the points of attention for us: (i) if the description size is large, then the method will cause memory consumption issues, unless certain measures are taken (e.g. indexing), (ii) if the description time is large, then the time necessary to calculate all descriptors will become prohibitive, and (iii) if the matching time is large, then real-time requirements will suffer (e.g. performing on-the-spot detection of copyright infringement for a given original image). As an illustration of memory consumption, for the interest point method with only 10 interest points per image, our image descriptors require 2.9GB of memory, whereas the median method only needs 9.0MB.

In Table 3 we show the computational performance results for all copy detection methods. An ideal copy detection method needs little time to calculate the descriptor of an image and this descriptor uses a minimal number of bytes; in addition, the time needed to compare this descriptor to other image descriptors is also small. However in practice no method possesses all these properties. It is thus important to realize the tradeoffs between the various performance indicators and weigh them accordingly to the intended application needs. As we are using large image databases, the following are the points of attention for us: (i) if the description size is large, then the method will cause memory consumption issues, unless certain measures are taken (e.g. indexing), (ii) if the description time is large, then the time necessary to calculate all descriptors will become prohibitive, and (iii) if the matching time is large, then real-time requirements will suffer (e.g. performing on-the-spot detection of copyright infringement for a given original image). As an illustration of memory consumption, for the interest point method with only 10 interest points per image, our image descriptors require 2.9GB of memory, whereas the median method only needs 9.0MB.

In Table 3 we show the computational performance results for all copy detection methods. An ideal copy detection method needs little time to calculate the descriptor of an image and this descriptor uses a minimal number of bytes; in addition, the time needed to compare this descriptor to other image descriptors is also small. However in practice no method possesses all these properties. It is thus important to realize the tradeoffs between the various performance indicators and weigh them accordingly to the intended application needs. As we are using large image databases, the following are the points of attention for us: (i) if the description size is large, then the method will cause memory consumption issues, unless certain measures are taken (e.g. indexing), (ii) if the description time is large, then the time necessary to calculate all descriptors will become prohibitive, and (iii) if the matching time is large, then real-time requirements will suffer (e.g. performing on-the-spot detection of copyright infringement for a given original image). As an illustration of memory consumption, for the interest point method with only 10 interest points per image, our image descriptors require 2.9GB of memory, whereas the median method only needs 9.0MB.
Figure 5. Precision-recall graphs of all variations per method:
a) Cosine, b) Wavelet, c) Color histograms, d) Median, e) MD5 hashing, f) Retina

The SURF interest points variations had near zero average precision for each recall level and therefore are not shown.

mentioned in Section 3.2, for all transformations combined and for the distinct groups of transformations. The precision-recall graphs per method variation for the combined set of transformations are shown in Figure 5. For clarity, in our results we define precision as the number of copies found over the total number of images looked at and recall as the number of copies found thus far over the total number of existing copies. Per method we select the in our view best performing variation, while taking the descriptor size per image into account. Due to space limitations we have omitted the graphs for the various groups of transformations; these graphs show the same relative ordering between method variations.

Discrete cosine transform: The cosine variations are able to effectively distinguish the copies from the non-copies as the coefficient rankings for most copies are near-identical. The variation tested to perform best by the authors on their image database uses 35 coefficients, however in our situation the variation using 24 coefficients gives a high accuracy that is more consistent over the recall levels than that of the other variations.
The three variations of this method show high precision up to a high recall ratio. The variation that reduces the coefficients to an 8x8 matrix has a similar accuracy to the authors' original variation that reduces them to a 16x16 matrix, but requires less bytes per image descriptor and therefore in our view is the best performing variation.

Color histograms: As can be seen the accuracy rapidly improves with increasing number of bins in the HSV histogram – and thus increasing numbers of bytes per image descriptor used – up until the 8:8:8 variation, which in our opinion offers the best accuracy with respect to its computational performance. In the original article the authors used several variations for their experiments.

SURF interest points: The SURF method had poor accuracy in the tests. We believe this is due to the inability of interest point methods to reliably identify the exact same set of points between similar images in the case when small numbers of interest points are used. When thousands of points are used there is sufficient statistical redundancy for the method to usually find matching points, but when only few points are used, the exact matching problem becomes significant. Consider for example the case where copyright text is added to a copy of an image of a blue sky. Half of the salient points will be attracted to the edges of the text, but these edge points will not have any correspondences in the original. In this case, the interest points are emphasizing the differences between the copies which results in low accuracy. In future tests we will determine how many points are necessary to achieve good accuracy. For comparison reasons we select the variation using the highest number of interest points, as we expect that for good results we will need at least this number.

Median: Surprisingly this method has a high accuracy, especially considering its low-complexity and overall small descriptor size and little descriptor and matching times. The relative magnitude of the medians of each block, combined with the average variance, give the method good discrimination power between copies and non-copies. The 8x8 variation performs best.

MD5 hashing: This method is only able to detect perfect and near-perfect copies and performs poorly on all other copies. Clearly the spirit of the method makes sense, as all copies are supposed to hash to the same MD5 descriptor, however in practice it doesn’t work. Nonetheless, the 8x8 variation has highest accuracy with respect to the computational requirements.

Retina: The retina method has the highest average accuracy of all, even though both its variations have a lower initial precision than the median and cosine methods. The block-wise extraction of means plus their variation in combination with the exponentially decreasing placement of the blocks based on human-vision appears to work very well. We think the retina performed so well because it combines statistical robustness, i) due to computation of the color moments from regions of increasing size from the center and ii) due to the sampling, which allows it to compensate for significant local image content alterations. In some way it is a good hybrid between color histograms and template matching. We select the grayscale variant based on its smaller descriptor size and higher initial and average precision.

For an inter-method comparison, we have plotted the precision of the best performing variations at recall levels of 0.2, 0.5 and 0.8 against their descriptor size in Figure 6. The part of the graph we are most interested in is the top-left area. The median method has high precision – at a recall of 20% it is higher than at the other two recall levels – and low memory usage per image descriptor. The cosine method gives a little better accuracy and comparable computational performance at a slightly larger descriptor size. The retina method is comparable to the cosine method, with a slightly lower precision at 20% recall and slightly higher precision at 80% recall.
recall. All other methods either require too much memory per image descriptor or have poor accuracy.

In Figure 7 we show the average ranking per recall level for the best performing variations. The horizontal line in the graph shows at which average rank 95% of the copies has been found. In our view this value is representative for our application domain: for web search a method should fulfill the requirement to return almost all copies that were created using a similar set of transformations as we used, but also should be allowed to make mistakes on the more difficult transformations. The graph shows us that the color histogram, median and retina methods reach the target recall ratio at low ranks, whereas both the cosine and the wavelet methods started out very promising but had difficulties just before reaching the target. As can be seen clearly once more, the MD5 hashing and our implementation of the interest points are very black-and-white in its perception: an image is either a copy or it is not and there are no gradations in between. As the method is only able to find perfect and near-perfect copies, these get a high average rank, but all other images will be seen as non-copies and get a very low average rank. A similar situation for the SURF method, where due to the small number of points used, it marks all images as either copies or non-copies.

4.3 Ranking performance and distribution

To see which type of image transformations are easier to detect than others, we determine the normalized ranking performance per method for each transformation category. We define normalized ranking performance as follows:

\[ \text{rank}_{\text{normalized}} = 1 - \frac{\text{rank}_{\text{average}}}{\# \text{database images}} . \]

thus the best performing methods will get results close to 1. In order to simulate the context where a user is viewing a window of results, we added a small random perturbation \( \delta \) to the ranks:

\[ \text{rank}_{\text{average}} = \frac{1}{\# \text{copies}} \sum_{i=1}^{\# \text{copies}} \text{rank}_i + \delta . \]

Since the search engine can only display \( N \) images to the user, the perturbation allows images that share the same distance (and thus are equally likely to be shown on screen) to be randomly picked. The normalized ranking performance results are shown in Figure 8. There are a few interesting observations we can make on the presented data.

First, all methods perform very well except for the MD5 hashing and SURF methods. The main problem with the MD5 approach is that it is very black-and-white: its perception is that an image is either a copy or it is not and there are no gradations in between. As the method is only able to find perfect and near-perfect copies, these get a high average rank, but all other images will be seen as non-copies and get a very low average rank. A similar situation for the SURF method, where due to the small number of points used, it marks all images as either copies or non-copies.

If we look at the methods that perform well, we can see that in general the image recoding and resampling transformations are easiest to detect. The cosine and wavelet methods struggle with framing, which isn’t surprising since the image content is significantly altered. To a lesser extent this is also the case for the content processing and element insertion transformations. We can observe from the rankings of individual transformations (which are not shown) that the color histograms approach finds almost all transformations around the same rank, with the exception of the content processing transformations as these transformations alter the color distribution significantly. Because of this underlying distribution, images similar to the average copy are easiest to be found, but as a consequence this also means that the perfect copy – the conversion to PNG, which does not change image content – results in a relatively large distance. None of the other methods had difficulty with marking the PNG-converted image as a copy. The retina approach finds almost all transformations within the first few ranks.

We have measured the distribution of the ranks at which copies are detected, which is shown in Figure 9. The ranks are grouped in bins of increasing size, with the smallest bins at the highest ranks and the larger bins at the lowest ranks; this way the importance of
the ranking is captured, as the smallest bin is associated with the highest ranks and ideally contains all copies. As can be seen, most methods actually detect many copies within the highest ranks and therefore the distribution gives a good impression of how well the method is able to find most copies. In summary of the results, Table 4 displays the normalized ranking performance and average precision of the best performing method variations, where each transformation category from Section 3.2 is equally weighted.

Table 4. Normalized ranking performance and average precision per best performing method variation

<table>
<thead>
<tr>
<th>Method</th>
<th>Variation</th>
<th>Normalized ranking performance</th>
<th>Average precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cosine</td>
<td>24</td>
<td>0.89</td>
<td>0.51</td>
</tr>
<tr>
<td>Wavelet</td>
<td>8x8</td>
<td>0.94</td>
<td>0.55</td>
</tr>
<tr>
<td>Color histograms</td>
<td>8:8:8</td>
<td>0.99</td>
<td>0.56</td>
</tr>
<tr>
<td>SURF interest points</td>
<td>10</td>
<td>0.50</td>
<td>0.60</td>
</tr>
<tr>
<td>Median</td>
<td>8</td>
<td>0.99</td>
<td>0.60</td>
</tr>
<tr>
<td>MD5 hashing</td>
<td>8</td>
<td>0.51</td>
<td>0.01</td>
</tr>
<tr>
<td>Retina</td>
<td>grayscale</td>
<td>1.00</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Nonetheless, it is clear that the success of a copy detection method lies in consistently being able to minimize the distances between image descriptors of copies and to maximize the distance between image descriptors of non-copies.

5. CONCLUSION AND FUTURE WORK
In this paper, we have compared several image near copy detection methods and assessed their performance in the context of WWW search on a representative database containing over 1.1 million images. We have shown that to obtain high accuracy it is not necessary to use a large nor computationally intensive image descriptor. We also presented results per transformation type to gain further insight into the strengths and weaknesses of the candidate methods. The representative interest point method, SURF, performed poorly on our tests due to the inability of the method to find the exact same set of points between near copies when using a small number of interest points. Based on the obtained results, the two best methods are either the median method, which exhibits small descriptor size and fast matching, or the retina method, which exhibits high accuracy using a modest descriptor size.
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