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\section*{A B S T R A C T}

Image captioning means automatically generating a caption for an image. As a recently emerged research area, it is attracting more and more attention. To achieve the goal of image captioning, semantic information of images needs to be captured and expressed in natural languages. Connecting both research communities of computer vision and natural language processing, image captioning is a quite challenging task. Various approaches have been proposed to solve this problem. In this paper, we present a survey on advances in image captioning research. Based on the technique adopted, we classify image captioning approaches into different categories. Representative methods in each category are summarized, and their strengths and limitations are talked about. In this paper, we first discuss methods used in early work which are mainly retrieval and template based. Then, we focus our main attention on neural network based methods, which give state of the art results. Neural network based methods are further divided into subcategories based on the specific framework they use. Each subcategory of neural network based methods are discussed in detail. After that, state of the art methods are compared on benchmark datasets. Following that, discussions on future research directions are presented.

© 2018 Elsevier B.V. All rights reserved.

\section*{1. Introduction}

Humans are able to relatively easily describe the environments they are in. Given an image, it is natural for a human to describe an immense amount of details about this image with a quick glance [1]. This is one of humans’ basic abilities. Making computers imitate humans’ ability to interpret the visual world has been a long standing goal of researchers in the field of artificial intelligence.

Although great progress has been made in various computer vision tasks, such as object recognition [2], [3], attribute classification [4], [5], action classification [6], [7], image classification [8] and scene recognition [9], [10], it is a relatively new task to let a computer use a human-like sentence to automatically describe an image that is forwarded to it.

Using a computer to automatically generate a natural language description for an image, which is defined as image captioning, is challenging. Because connecting both research communities of computer vision and natural language processing, image captioning not only requires a high level understanding of the semantic contents of an image, but also needs to express the information in a human-like sentence. Determination of presences, attributes and relationships of objects in an image is not an easy task itself. Organizing a sentence to describe such information makes this task even more difficult.

Since much of human communication depends on natural languages, whether written or spoken, enabling computers to describe the visual world will lead to a great number of possible applications, such as producing natural human robot interactions, early childhood education, information retrieval, and visually impaired assistance, and so on.

As a challenging and meaningful research field in artificial intelligence, image captioning is attracting more and more attention and is becoming increasingly important.

Given an image, the goal of image captioning is to generate a sentence that is linguistically plausible and semantically truthful to the content of this image. So there are two basic questions involved in image captioning, i.e. visual understanding and linguistic processing. To ensure generated sentences are grammatically and semantically correct, techniques of computer vision and natural language processing are supposed to be adopted to deal with problems arising from the corresponding modality and integrated appropriately. To this end, various approaches have been proposed.

Originally, automatic image captioning is only attempted to yield simple descriptions for images taken under extremely constrained conditions. For example, Kojima et al. [11] used concept hierarchies of actions, case structures and verb patterns to generate natural languages to describe human activities in a fixed office.
environment. Hede et al. used a dictionary of objects and language templates to describe images of objects in backgrounds without clutters [12]. Apparently, such methods are far from applications to describing images that we encounter in our everyday life.

It is not until recently that work aiming to generate descriptions for generic real life images is proposed [13]–[16]. Early work on image captioning mainly follows two lines of research, i.e. retrieval based and template based. Because these methods accomplish the image captioning task either by making use of existing captions in the training set or relying on hard-coded language structures, the disadvantage of methods adopted in early work is that they are not flexible enough. As a result, expressiveness of generated descriptions by these methods is, to a large extent, limited.

Despite the difficult nature of the image captioning task, thanks to recent advances in deep neural networks [17–22], which are widely applied to the fields of computer vision [23–26] and natural language processing [27–31], image captioning systems based on deep neural networks are proposed. Powerful deep neural networks provide efficient solutions to visual and language modelling. Consequently, they are used to augment existing systems and design countless new approaches. Employing deep neural networks to tackle the image captioning problem has demonstrated state of the art results [32]–[37].

With the recent surge of research interest in image captioning, a large number of approaches have been proposed. To facilitate readers to have a quick overview of the advances of image captioning, we present this survey to review past work and envision future research directions. Although there exist several research topics that also involve both computer vision and natural language processing, such as visual question answering [38–42], text summarization [43], [44] and video description [45–48], because each of them has its own focus, in this survey we mainly focus on work that aims to automatically generate descriptions for generic real life images.

Based on the technique adopted in each method, we classify image captioning approaches into different categories, which are summarized in Table 1. Representative methods in each category are listed. Methods in early work are mainly retrieval and template based, in which hard coded rules and hand engineered features are utilized. Outputs of such methods have obvious limitations. We review early work relatively briefly in this survey. With the great progress made in research of deep neural networks, approaches that employ neural networks for image captioning are proposed and demonstrate state of the art results. Based on the framework used in each deep neural network based method, we further classify these methods into subcategories. In this survey, we will focus our main attention on neural network based methods. The framework used in each subcategory will be introduced, and the corresponding representative methods will be discussed in more detail.

This paper is organized as follows. In Sections 2 and 3, we first review retrieval based and template based image captioning methods, respectively. Section 4 is about neural network based methods, in this section we divide neural network based image captioning methods into subcategories, and discuss representative methods in each subcategory, respectively. State of art methods will be compared on benchmark datasets in Section 5. After that, we will envision future research directions of image captioning in Section 6. The conclusion will be given in Section 7.

### 2. Retrieval based image captioning

One type of image captioning methods that are common in early work is retrieval based. Given a query image, retrieval based methods produce a caption for it through retrieving one or a set of sentences from a pre-specified sentence pool. The generated caption can either be a sentence that has already existed or a sentence composed from the retrieved ones. First, let us investigate the line of research that directly uses retrieved sentences as captions of images.

Farhadi et al. establish a \langle object, action, scene \rangle meaning space to link images and sentences. Given a query image, they map it into the meaning space by solving a Markov Random Field, and use Lin similarity measure [77] to determine the semantic distance between this image and each existing sentence parsed by Curran et al. parser [78]. The sentence closest to the query image is taken as its caption [13].

In [15], to caption an image Ordonez et al. first employ global image descriptors to retrieve a set of images from a web-scale collection of captioned photographs. Then, they utilize semantic contents of the retrieved images to perform re-ranking and use the caption of the top image as the description of the query.

Hodosh et al. frame image captioning as a ranking task [32]. The authors employ the Kernel Canonical Correlation Analysis technique [79], [80] to project image and text items into a common space, where training images and their corresponding captions are maximally correlated. In the new common space, cosine similarities between images and sentences are calculated to select top ranked sentences to act as descriptions of query images.

To alleviate impacts of noisy visual estimation in methods that depend on image retrieval for image captioning, Mason and Charniak first use visual similarity to retrieve a set of captioned images for a query image [49]. Then, from the captions of the retrieved images, they estimate a word probability density conditioned on the query image. The word probability density is used to score the existing captions to select the one with the largest score as the caption of the query.

The above methods have implicitly assumed that given a query image there always exists a sentence that is pertinent to it. This assumption is hardly true in practice. Therefore, instead of using retrieved sentences as descriptions of query images directly, in the other line of retrieval based research, retrieved sentences are utilized to compose a new description for a query image.
Provided with a dataset of paired images and sentences, Gupta et al. use Stanford CoreNLP toolkit ¹ to process sentences in the dataset to derive a list of phrases for each image. In order to generate a description for a query image, image retrieval is first performed based on global image features to retrieve a set of images for the query. Then, a model trained to predicate phrase relevance is used to select phrases from the ones associated with retrieved images. Finally, a sentence description is generated based on the selected relevant phrases [16].

With a similar idea, Kuznetsova et al. propose a tree based method to compose image descriptions by making use of captioned web images [50]. After performing image retrieval and phrase extraction, the authors take extracted phrases as tree fragments and model description composition as a constraint optimization problem, which is encoded by using Integer Linear Programming [81], [82] and solved by using the CPLEX solver. Before this paper, the same authors have reported a similar method in [83].

Disadvantages of retrieval based image captioning methods are obvious. Such methods transfer well-formed human-written sentences or phrases for generating descriptions for query images. Although the yielded outputs are usually grammatically correct and fluent, constraining image descriptions to sentences that have already existed can not adapt to new combinations of objects or novel scenes. Under certain conditions, generated descriptions may even be irrelevant to image contents. Retrieval based methods have large limitations to their capability to describe images.

3. Template based image captioning

In early image captioning work, another type of methods that are commonly used is template based. In template based methods, image captions are generated through a syntactically and semantically constrained process. Typically, in order to use a template based method to generate a description for an image, a specified set of visual concepts need to be detected first. Then, the detected visual concepts are connected through sentence templates or specific language grammar rules or combinatorial optimization algorithms [84], [53] to compose a sentence.

A method to use a sentence template for generating image descriptions is presented in [14] by Yang et al., where a quadruplet (Nouns-Verbs-Scenes-Prepositions) is utilized as a sentence template. To describe an image, the authors first use detection algorithms [2], [85] to estimate objects and scenes in this image. Then, they employ a language model [86] trained over the Gigaword corpus to predicate verbs, scenes and prepositions that may be used to compose the sentence. With probabilities of all elements computed, the best quadruplet is obtained by using Hidden Markov Model inference. Finally, the image description is generated by filling the sentence structure given by the quadruplet.

Kulkarni et al. employ Conditional Random Field to determine image contents to be rendered in the image caption [87], [51]. In their method, nodes of the graph correspond to objects, object attributes and spatial relationships between objects, respectively. In the graph model, unary potential functions of nodes are obtained by using corresponding visual models, while pairwise potential functions are obtained by making statistics on a collection of existing descriptions. Image contents to be described are determined by performing Conditional Random Field inference. Outputs of the inference is used to generate a description based on a sentence template.

Li et al. use visual models to perform detections in images for extracting semantic information including objects, attributes and spatial relationships [52]. Then, they define a triplet of the format <(adj1, obj1), (adj2, obj2)> for encoding recognition results. To generate a description with the triplet, web-scale n-gram data, which is able to provide frequency counts of possible n-gram sequences, is resorted to for performing phrase selection, so that candidate phrases that may compose the triplet can be collected. After that, phrase fusion is implemented to use dynamic programming to find the optimal compatible set of phrases to act as the description of the query image.

Mitchell et al. employ computer vision algorithms to process an image and represent this image by using <objects, actions, spatial relationships> triplets [53]. After that, they formulate image description as a tree-generating process based on the visual recognition results. Trough object nouns clustering and ordering, the authors determine image contents to describe. Then sub-trees are created for object nouns, which are further used for creating full trees. Finally, a trigram language model [88] is used to select a string from the generated full trees as the description of the corresponding image.

Methods mentioned above use visual models to predicate individual words from a query image in a piece-wise manner. Then, predicted words such as objects, attributes, verbs and prepositions are connected in later stages to generate human-like descriptions. Since phrases are combinations of words, compared to individual words, phrases carry bigger chunks of information [89]. Sentences yielded based on phrases tend to be more descriptive. Therefore, methods utilizing phrases under the template based image captioning framework are proposed.

Ushiku et al. present a method called Common Subspace for Model and Similarity to learn phrase classifiers directly for captioning images [54]. Specifically, the authors extract continuous words [84] from training captions as phrases. Then, they map image features and phrase features into the same subspace, where similarity based and model based classification are integrated to learn a classifier for each phrase. In the testing stage, phrases estimated from a query image are connected by using multi-stack beam search [84] to generate a description.

Template based image captioning can generate syntactically correct sentences, and descriptions yielded by such methods are usually more relevant to image contents than retrieval based ones. However, there are also disadvantages for template based methods. Because description generation under the template based framework is strictly constrained to image contents recognized by visual models, with the typically small number of visual models available, there are usually limitations to coverage, creativity, and complexity of generated sentences. Moreover, compared to human-written captions, using rigid templates as main structures of sentences will make generated descriptions less natural.

4. Deep neural network based image captioning

Retrieval based and template based image captioning methods are adopted mainly in early work. Due to great progress made in the field of deep learning [18], [90], recent work begins to rely on deep neural networks for automatic image captioning. In this section, we will review such methods. Even though deep neural networks are now widely adopted for tackling the image captioning task, different methods may be based on different frameworks. Therefore, we classify deep neural network based methods into subcategories on the basis of the main framework they use and discuss each subcategory, respectively.

¹ https://nlp.stanford.edu/software/corenlp.shtml
³ https://catalog.ldc.upenn.edu/LDC2003T05
4.1. Retrieval and template based methods augmented by neural networks

Encouraged by advances in the field of deep neural networks, instead of utilizing hand-engineered features and shallow models like in early work, deep neural networks are employed to perform image captioning. With inspiration from retrieval based methods, researchers propose to utilize deep models to formulate image captioning as a multi-modality embedding [91] and ranking problem.

To retrieve a description sentence for a query image, Socher et al. propose to use dependency-tree recursive neural networks to represent phrases and sentences as compositional vectors. They use another deep neural network [92] as visual model to extract features from images [55]. Obtained multimodal features are mapped into a common space by using a max-margin objective function. After training, correct image and sentence pairs in the common space will have larger inner products and vice versa. At last, sentence retrieval is performed based on similarities between representations of images and sentences in the common space.

Karpathy et al. propose to embed sentence fragments and image fragments into a common space for ranking sentences for a query image [37]. They use dependency tree relations [93] of a sentence as sentence fragments and use detection results of the Region Convolutional Neural Network method [3] in an image as image fragments. Representing both image fragments and sentence fragments as feature vectors, the authors design a structured max-margin objective, which includes a global ranking term and a fragment alignment term, to map visual and textual data into a common space. In the common space, similarities between images and sentences are computed based on fragment similarities, as a result sentence ranking can be conducted at a finer level.

In order to measure similarities between images and sentences with different levels of interactions between them taken into consideration, Ma et al. propose a multimodal Convolutional Neural Network [56]. Ma’s framework includes three kinds of components, i.e. image CNNs to encode visual data [94], [95], matching CNNs to jointly represent visual and textual data [96], [97] and multi-layer perceptions to score compatibility of visual and textual data. The authors use different variants of matching CNNs to account for joint representations of images and words, phrases and sentences. The final matching score between an image and a sentence is determined based on an ensemble of multimodal Convolutional Neural Networks.

Yan and Mikolajczyk propose to use deep Canonical Correlation Analysis [98] to match images and sentences [57]. They use a deep Convolutional Neural Network [8] to extract visual features from images and use a stacked network to extract textual features from Frequency-Inverse Document Frequency represented sentences. The Canonical Correlation Analysis objective is employed to map visual and textual features to a joint latent space with correlation between paired features maximized. In the joint latent space, similarities between an image feature and a sentence feature can be computed directly for sentence retrieval.

Besides using deep models to augment retrieval based image captioning methods, utilizing deep models under the template based framework is also attempted. Lebret et al. leverage a kind of soft-template to generate image captions with deep models [58]. In this method, the authors use the SENNA software\(^4\) to extract phrases from training sentences and make statistics on the extracted phrases. Phrases are represented as high-dimensional vectors by using a word vector representation approach [31], [99], [100], and images are represented by using a deep Convolutional Neural Network [94]. A bilinear model is trained as a metric between image features and phrase features, so that given a query image, phrases can be inferred from it. Phrases inferred from an image are used to generate a sentence under the guidance of statistics made in the early stage.

With the utilization of deep neural networks, performances of image captioning methods are improved significantly. However, introducing deep neural networks into retrieval based and template based methods does not overcome their disadvantages. Limitations of sentences generated by these methods are not removed.

4.2. Image captioning based on multimodal learning

Retrieval based and template based image captioning methods impose limitations on generated sentences. Thanks to powerful deep neural networks, image captioning approaches are proposed that do not rely on exiting captions or assumptions about sentence structures in the caption generation process. Such methods can yield more expressive and flexible sentences with richer structures. Using multimodal neural networks is one of the attempts that rely on pure learning to generate image captions.

General structure of multimodal learning based image captioning methods is shown in Fig. 1. In such kind of methods, image features are first extracted by using a feature extractor, such as deep convolutional neural networks. Then, the obtained image feature is forwarded to a neural language model, which maps the image feature into the common space with the word features and perform word prediction conditioned on the image feature and previously generated context words.

Kiros et al. propose to use a neural language model which is conditioned on image inputs to generate captions for images [59]. In their method, log-bilinear language model [30] is adapted to multimodal cases. In a natural language processing problem, a language model is used to predicate the probability of generating a

Fig. 1. General structure of multimodal learning based image captioning methods.

\(^4\) Available at http://ml.nec-labs.com/senna/.

\[ \begin{align*}
X, & \quad W_1, \ldots, W_{L-1} \\
\rightarrow \quad & \text{Use deep Convolutional Neural Networks for feature extraction} \\
\quad & \text{Perform word prediction by using a neural language model conditioned on the image feature} \\
\downarrow \quad & W_L \\
\end{align*} \]
A neural model for generating image captions is presented based on a multimodal Recurrent Neural Network (RNN). The model consists of a deep Convolutional Neural Network (CNN) to extract visual features from images, and a Recurrent Neural Network (RNN) to generate words conditioned on previously generated words. The forward model is given by:

\[ P(w_t \mid w_1, \ldots, w_{t-1}, I) \]

where \( I \) is an image feature. In their method, images are represented by a deep Convolutional Neural Network, and joint image-text feature learning is implemented by backpropagating gradients from the loss function through the multimodal neural network model. By using this model, an image caption can be generated word by word, with the generation of each word conditioned on previously generated words and the image feature.

To generate novel captions for images, Mao et al. adapt a Recurrent Neural Network language model to multimodal cases for directly modelling the probability of generating a word conditioned on a given image and previously generated words. Under their framework, a deep Convolutional Neural Network is used to extract visual features from images, and a Recurrent Neural Network (RNN) with a multimodal part is used to model word distributions conditioned on image features and context words. For the Recurrent Neural Network language model, each unit consists of an input word layer, an recurrent layer, and an output layer. At the \( t \)th unit of the Recurrent Neural Network language model, the calculation performed by these three layers is shown as follows:

\[ x(t) = [w(t) \cdot r(t - 1)] \]

\[ r(t) = f(U \cdot x(t)) \]

\[ y(t) = g(V \cdot r(t)) \]

where \( f(\cdot) \) and \( g(\cdot) \) are element-wise non-linear functions, and \( U \) and \( V \) are matrices of weights to be learned. The multimodal part calculates its layer activation vector \( m(t) \) by using the equation below:

\[ m(t) = g_m(V_w \cdot w(t) + V_t \cdot r(t) + V_1 \cdot 1) \]

where \( g_m \) is a non-linear function. \( I \) is the image feature. \( V_w, V_t, \) and \( V_1 \) are matrices of weights to be learned. The multimodal part fuses image features and distributed word representations by mapping and adding them. To train the model, a perplexity based cost function is minimized based on backpropagation.

Schuster and Paliwal present an approach to align image regions represented by a Convolutional Neural Network and sentence segments represented by a Bidirectional Recurrent Neural Network (B-Rec) to learn a multimodal Recurrent Neural Network model to generate descriptions for image regions. In their method, after representing image regions and sentence segments by using corresponding neural networks, a structured objective is used to map visual and textual data into a common space and associate each region feature to the textual feature that describes the region. The aligned two modalities are then employed to train a multimodal Recurrent Neural Network model, that can be used to predicate the probability of generating the next word given an image feature and context words.

Recurrent Neural Networks are known to have difficulties in learning long term dependencies. To alleviate this weakness in image captioning, Chen and Zitnick propose to dynamically build a visual representation of an image as a caption is being generated for it, so that long term visual concepts can be remembered during this process. To this end, a set of latent variables \( U_{t-1} \) are introduced to encode visual interpretation of words \( W_{t-1} \) that have already been generated. With these latent variables, the probability of generating a word \( w_t \) is given by:

\[ P(w_t, V \mid w_1, \ldots, w_{t-1}, U_{t-1}) = P(w_t \mid V, w_{t-1}, U_{t-1})P(V \mid w_{t-1}, U_{t-1}) \]

for image-based captioning.

4.3. Image captioning based on the encoder-decoder framework

Inspired by recent advances in neural machine translation, the encoder-decoder framework is adopted to generate captions for images. General structure of encoder-decoder based image captioning methods is shown in Fig. 2. This framework is originally designed to translate sentences from one language into another language. Motivated by the neural machine translation idea, it is argued that image captioning can be formulated as a translation problem, where the input is an image, while the output is a sentence. In image captioning methods under this framework, an encoder neural network first encodes an image into an intermediate representation, then a decoder recurrent neural network takes the intermediate representation as input and generate a sentence word by word.

Kiros et al. introduce the encoder–decoder framework into image captioning research to unify joint image-text embedding models and multimodal neural language models, so that given an image input, a sentence output can be generated word by word like language translation. They use Long Short-Term Memory (LSTM) Recurrent Neural Networks to encode textual data and a deep Convolutional Neural Network to encode visual data. Then, through optimizing a pairwise ranking loss, encoded visual data is projected into an embedding space spanned by LSTM hidden states that encode textual data. In the embedding space, a structure-content neural language model is used to decode visual features conditioned on context word feature vectors, allowing for sentence generation word by word.
With the same inspiration from neural machine translation, Vinyals et al. use a deep Convolutional Neural Network as an encoder to encode images and use Long Short-Term Memory (LSTM) Recurrent Neural Networks to decode obtained image features into sentences [64] [108]. With the above framework, the authors formulate image captioning as predicting the probability of a sentence conditioned on an input image:

\[ S^* = \arg \max_{S} P(S \mid l; \theta) \]  

(8)

where \( l \) is an input image and \( \theta \) is the model parameter. Since a sentence \( S \) equals to a sequence of words \( (S_0, \ldots, S_{T+1}) \), with chain rule Eq. (8) is reformulated below:

\[ S^* = \arg \max_{S} \prod_{l} P(S_l \mid l, S_0, \ldots, S_{l-1}; \theta). \]  

(9)

Vinyals et al. use a Long Short-Term Memory neural network to model \( P(S_l \mid l, S_0, \ldots, S_{l-1}; \theta) \) as hidden state \( h_t \), which can be updated by a update function below:

\[ h_{t+1} = f(h_t, x_t). \]  

(10)

where \( x_t \) is the input to the Long Short-Term Memory neural network. In the first unit, \( x_t \) is an image feature, while in other units \( x_t \) is a feature of previously predicted context words. The model parameter \( \theta \) is obtained by maximizing the likelihood of sentence image pairs in the training set. With the trained model, possible output word sequences can be predicted by either sampling or beam search.

Similar to Vinyals’s work [64], [108], Donahue et al. also adopt a deep Convolutional Neural Network for encoding and Long Short-Term Memory Recurrent Networks for decoding to generate a sentence description for an input image [34]. The difference is that instead of inputting image features to the system only at the initial stage, Donahue et al. provide both image feature and context word feature to the sequential model at each time step. It has demonstrated promising results to use the encoder–decoder framework to tackle the image captioning problem. Encouraged by the success, approaches aiming to augment this framework for obtaining better performances are proposed.

Aiming to generate image descriptions that are closely related to image content, Jia et al. extract semantic information from images and add the information to each unit of the Long Short-Term Memory Recurrent Neural Networks during the process of sentence generation [65]. The original forms of the memory cell and gates of a LSTM unit [109] are defined as follows:

\[ i_t = \sigma(W_i x_t + W_f m_{t-1}). \]  

(11)

\[ f_t = \sigma(W_f x_t + W_f m_{t-1}). \]  

(12)

\[ o_t = \sigma(W_o x_t + W_o m_{t-1}). \]  

(13)

\[ c_t = f_t \odot c_{t-1} + i_t \odot h(W_c x_t + W_c m_{t-1}). \]  

(14)

\[ m_t = o_t \odot c_t. \]  

(15)

where \( \sigma(\cdot) \) and \( h(\cdot) \) are non-linear functions, variables \( i_t, f_t \) and \( o_t \) stand for input gate, forget gate, output gate of a LSTM cell, respectively, \( c_t \) and \( m_t \) stand for the state and hidden state of the memory cell unit, \( x_t \) is the input, \( W_i \mid f \) are model parameters, and \( \odot \) denotes an element-wise multiplication operation. With the addition of semantic information to an LSTM unit, the forms of the memory cell and gates are changed to be as follows:

\[ i_t = \sigma(W_i x_t + W_f m_{t-1} + W_{ig} g). \]  

(16)

\[ f_t = \sigma(W_f x_t + W_f m_{t-1} + W_{fg} g). \]  

(17)

\[ o_t = \sigma(W_o x_t + W_o m_{t-1} + W_{og} g). \]  

(18)

\[ c_t = f_t \odot c_{t-1} + i_t \odot h(W_c x_t + W_c m_{t-1} + W_{cg} g), \]  

(19)

\[ m_t = o_t \odot c_t. \]  

(20)

where \( g \) is the representation of semantic information, which can be from any sources as long as it can provide guidance for image captioning.

Given an image, approaches introduced above seek to directly derive a description from its visual features. In order to utilize high-level semantic information for image captioning, Wu et al. incorporate visual concepts into the encoder–decoder framework [66]. To this end, the authors first mined a set of semantic attributes from the training sentences. Under the region-based multi-label classification framework [110], a Convolutional Neural Network based classifier is trained for each attribute. With trained semantic attribute classifiers, an image can be represented as a prediction vector \( V_{att}(l) \) giving the probability of each attribute to be present in the image. After encoding an image \( l \) as \( V_{att}(l) \), a Long Short-Term Memory network [107] is employed as a decoder to generate a sentence describing the contents of the image based on the representation. Under this condition, the image captioning problem can be reformulated below:

\[ S^* = \arg \max_{S} P(S \mid V_{att}(l); \theta) \]  

(21)

where \( l \) is the input image. \( S \) is a sentence, \( \theta \) is the model parameter.

Because in practical applications, there may be far less captioned images than uncaptioned ones, semi-supervised learning of image captioning models is of significant practical values. To obtain an image captioning system by leveraging the vast quantity of uncaptioned images available, Pu et al. propose a semi-supervised learning method under the encoder–decoder framework to use a deep Convolutional Neural Network to encode images and a Deep Generative Deconvolutional Network to decode latent image features for image captioning [67]. The system uses the deep Convolutional Neural Network to provide an approximation to the distribution of the latent features of the Deep Generative Deconvolutional Network and link the latent features to generative models for captions. After training, given an image, the caption can be generated by averaging across the distribution of latent features of Deep Generative Deconvolutional Network.

### 4.4. Attention guided image captioning

It is well-known that images are rich in information they contain, while in image captioning it is unnecessary to describe all details of a given image. Only the most salient contents are supposed to be mentioned in the description. Motivated by the visual attention mechanism of primates and humans [111], [112], approaches that utilize attention to guide image description generation are proposed. By incorporating attention to the encoder–decoder image captioning framework, sentence generation will be conditioned on hidden states that are computed based on attention mechanism. General structure of attention guided image captioning methods is given Fig. 3. In such methods, attention mechanism based on various kinds of cues from the input image is incorporated into the encoder–decoder framework to make the decoding process focus on certain aspects of the input image at each time step to generate a description for the input image.

Encouraged by successes of other tasks that employ attention mechanism [113–115], Xu et al. propose an attentive encoder–decoder model to be able to dynamically attend salient image regions during the process of image description generation [68]. Forwarding an image to a deep Convolutional Neural Network and extracting features from a lower
convolutional layer of the network, the authors encode an image as a set of feature vectors which is shown as follows:

\[
a = (a_1, \ldots, a_N), \quad a_i \in \mathbb{R}^D,
\]

where \(a_i\) is a \(D\)-dimensional feature vector that represents one part of the image. As a result, an image is represented by \(N\) vectors. In the decoding stage, a Long Short-Term Memory network is used as the decoder. Different from previous LSTM versions, a context vector \(z_i\) is utilized to dynamically represent image parts that are relevant for caption generation at time \(l\). Consequently, the memory cell and gates of an LSTM unit become the forms given below:

\[
i_l = \sigma(W_{ia}x_l + W_{im}m_{l-1} + W_{iz}z_l),
\]

\[
f_l = \sigma(W_{fa}x_l + W_{fm}m_{l-1} + W_{fz}z_l),
\]

\[
o_l = \sigma(W_{oa}x_l + W_{om}m_{l-1} + W_{oz}z_l),
\]

\[
c_l = f_l \odot c_{l-1} + i_l \odot h(W_{ca}x_l + W_{cm}m_{l-1} + W_{cz}z_l),
\]

\[
m_l = o_l \odot c_l.
\]

Attention is imposed to the decoding process by using the context vector \(z_i\), which is a function of image region vectors \((a_1, \ldots, a_N)\) and weights associated with them \((\alpha_1, \ldots, \alpha_N)\):

\[
z_i = \phi(\{a_i\}, \{\alpha_i\}).
\]

With different function forms, different attention mechanisms can be applied. In [68], Xu et al. proposed a stochastic hard attention and a deterministic soft attention for image captioning. In each time step, the stochastic hard attention mechanism selects a visual feature from one of the \(N\) locations as the context vector to generate a word, while the deterministic soft attention mechanism combines visual features from all \(N\) locations to obtain the context vector to generate a word.

Specifically, in the stochastic hard attention mechanism, at time step \(l\), for each location \(i\), the positive weight \(\alpha_{l,i}\) associated with it is taken as the probability for this location to be focused on for generating the corresponding word. The context vector \(z_i\) is calculated as follows:

\[
z_i = \sum_1^N s_{l,i}a_i.
\]

Contrarily, in the deterministic soft attention mechanism, the positive weight \(\alpha_{l,i}\) associated with location \(i\) at time step \(l\) is used to represent the relative importance of the corresponding location in blending visual features from all \(N\) locations to calculate the context vector \(z_i\), which is formulated below:

\[
z_i = \sum_1^N \alpha_{l,i}a_i.
\]

Finding that both bottom-up [13], [87], [116] and top-down [34], [61], [62] image captioning approaches have certain limitations, You et al. propose a semantic attention model to take advantages of the complimentary properties of both types of approaches [69]. To achieve this goal, the authors use a deep Convolutional Neural Network and a set of visual attribute detectors to extract a global feature \(v\) and a list of visual attributes \(A_l\) from an input image, respectively. With each attribute corresponding to one entry of the used vocabulary, words to generate and attributes to detect share the same vocabulary. Under the encoder–decoder framework, the global visual feature \(v\) is only forwarded to the encoder at the initial step. In the decoding stage, using an input attention function \(\phi(\cdot)\), certain cognitive visual cues in the attribute list \(A_l\) will be attended with a probability distribution:

\[
\{\phi_i\} = \phi(y_{l-1}, \{A_l\}),
\]

where \(\phi_i\) is the weight assigned to an attribute in the list, and \(y_{l-1}\) is the previously generated word. These weights are used to calculate input vector \(x_l\) to the \(t_{lh}\) unit of a Long Short-Term Memory neural network. With an output attention function \(\psi(\cdot)\), the attention on all the attributes will be modulated by using the weights given below:

\[
\{\psi_i\} = \psi(m_l, \{A_l\}),
\]

where \(\psi_i\) is the weight assigned to an attribute. \(m_l\) is the hidden state of \(t_{lh}\) unit of the Long Short-Term Memory neural network. The obtained weights are further used to predicate probability distribution of the next word to be generated.

Arguing that attentive encoder–decoder models lack global modelling abilities due to their sequential information processing manner, Yang et al. propose a review network to enhance the encoder–decoder framework [70]. To overcome the above-mentioned problem, a reviewer module is introduced to perform review steps on the hidden states of the encoder and give a thought vector at each step. During this process, attention mechanism is applied to determine weights assigned to hidden states. Through this manner, information encoded by the encoder can be reviewed and learned by the thought vectors which can capture global properties of the input. Obtained thought vectors are used by the decoder for word predication. Specifically, the authors use the VGGNet [94], which is a commonly used deep Convolutional
Neural Network to encode an image as a context vector $c$ and a set of hidden states $H = \{h_t\}$. A Long-Short Term Memory neural network is used as reviewer to produce thought vectors. A thought vector $f_t$ at the $t_{th}$ LSTM unit is calculated as follows:

$$f_t = g_t(H, f_{t-1}),$$

where $g_t$ is a function performed by a reviewer with attention mechanism applied. After obtaining thought vectors $F = \{f_t\}$, a Long-Short Term Memory neural network decoder can predicate word probability distribution based on them as given below:

$$y_t = g_t(F, s_{t-1}, y_{t-1}),$$

where $s_t$ is the hidden state of the $t_{th}$ LSTM unit in the decoder. $y_t$ is the $t_{th}$ word.

### 4.5. Compositional architectures for image captioning

In Section 4, we focus on image captioning methods that are based on deep neural networks. Most of the approaches in previous subsections are based on end-to-end frameworks, whose parameters can be trained jointly. Such methods are neat and efficient. However, believing that each type of approaches have their own advantages and disadvantages, architectures composed of independent building blocks are proposed for image captioning. In this subsection, we will talk about compositional image captioning architectures that are composed of independent functional building blocks that may be used in different types of methods.

General structure of compositional image captioning methods is given Fig. 4. In contrast to end-to-end image captioning framework, compositional image captioning methods integrate independent building blocks into a pipeline to generate captions for input images. Generally, compositional image captioning methods use a visual model to detect visual concepts appearing in the input image. Then, detected visual concepts are forwarded to a language model to generate candidate descriptions, which are then post-processed to select one of them as the caption of the input image.

Fang et al. propose a system that consists of visual detectors, language models and multimodal similarity models for automatic image captioning [33]. The authors first detect a vocabulary of words that are most common in the training captions. Then, corresponding to each word, a visual detector is trained by using a Multiple Instance Learning approach [117]. Visual features used by these detectors are extracted by a deep Convolutional Neural Network [8]. Given an image, conditioned on the words detected from it, a maximum entropy language model [118] is adopted to generate candidate captions. During this process, left-to-right beam search [119] with a stack of pre-specified length of $l$ is performed. Consequently, $l$ candidate captions are obtained for this image. Finally, a deep multimodal similarity model, which maps images and text fragments into a common space for similarity measurement is used to re-rank the candidate descriptions.

Based on Fang’s et al. work [33], Tran et al. presented a system for captioning open domain images [71]. Similar to [33], the authors use a deep residual network based vision model to detect a broad range of visual concepts [120], a maximum entropy language model for candidate description generation, and a deep multimodal similarity model for caption ranking. What’s more, the authors added detection for landmarks and celebrities and a confidence model for dealing with images that are difficult to describe.

To exploit parallel structures between images and sentences for image captioning, Fu et al. propose to align the word generation process to visual perception of image regions [72]. Furthermore, the authors introduce scene-specific contexts to capture high-level semantic information in images for adapting word generation to specific scene types. Given an image, Fu et al. first use the selective search method [121] to extract a large number of image regions. Then, based on the criterion of being semantically meaningful, non-compositional and contextually rich, a small number of them are selected for further processing. Each selected region is represented as a visual feature by using the ResNet network [120]. These features are dynamically attended by an attention-based decoder, which is a Long-Short Term Memory neural network [107]. Finally, to exploit semantic-contexts in images for better captioning, Latent Dirichlet Allocation [122] and a multilayer perceptron are used to predicate a context vector for an image to bias the word generation in the Long-Short Term Memory neural network.

To be able to produce detailed descriptions about image contents, Ma and Han propose to use structural words for image captioning [73]. Their method consists of two-stages, i.e. structural word recognition and sentence translation. The authors first employ a multi-layer optimization method to generate a hierarchical concepts to represent an image as a tetrad $\prec$ objects, attributes, activities, scenes $\succ$. The tetrad plays the role of structural words. Then, they utilize an encoder–decoder machine translation model, which is based on the Long-Short Term Memory neural network, to translate the structural words into sentences.

Oruganti et al. present a fusion based model which consists of an image processing stage, a language processing stage and a fusion stage [74]. In their method, images and languages are independently processed in their corresponding stages based on a Convolutional Neural Network and a Long-Short Term Memory network, respectively. After that, the outputs of these two stages are merged into a common vector space, where the fusion stage associate these two modalities and make predications. Such a method is argued to be able to make the system more flexible and mitigate the shortcomings of previous approaches on their inability to accommodate disparate inputs.

A parallel-fusion RNN-LSTM architecture is presented in [75] by Wang et al. to take advantages of the complementary properties of simple Recurrent Neural Networks and Long-Short Term Memory networks for improving the performance of image captioning systems. In their method, inputs are mapped to hidden states by Recurrent Neural Network units and Long-Short Term Memory units in parallel. Then, the hidden states in these two networks are merged with certain ratios for word predication.

### 4.6. Generating descriptions for images with novelties

So far, all of the introduced image captioning methods are limited to pre-specified and fixed word dictionaries and are not enabled to generate descriptions for concepts that are not trained with paired image-sentence training data. Humans have the ability to recognize, learn and use novel concepts in various visual understanding tasks. And in practical image description
applications, it is quite possible to come across situations where there are novel objects which are not in the pre-specified vocabulary or have not been trained with paired image-sentence data. It is undesirable to retrain the whole system every time when a few images with novel concepts appear. Therefore, it is a useful ability for image captioning systems to adapt to novelties appearing in images for generating image descriptions efficiently. In this subsection, we talk about approaches that can deal with novelties in images during image captioning.

In order to learn novel visual concepts without retraining the whole system, Mao et al. propose to use linguistic context and visual features to hypothesize semantic meanings of new words and use these words to describe images with novelties [76]. To accomplish the novelty learning task, the authors build their system by making two modifications to the model proposed in [35]. First, they use a transposed weight sharing strategy to reduce the number of parameters in the model, so that the over fitting problem can be prevented. Second, they use a Long-Short Term Memory (LSTM) layer [107] to replace the recurrent layer to avoid the gradient explosion and vanishing problem.

With the aim of describing novel objects that are not present in the training image-sentence pairs, Hendricks et al. propose the Deep Compositional Captioner method [36]. In this method, large object recognition datasets and external text corpora are leveraged, and novel object description is realised based on knowledges transferred between semantically similar concepts. To achieve this goal, Hendricks et al. first train a lexical classifier and a language model over image datasets and text corpora, respectively. Then, they trained a deep multimodal caption model to integrate the lexical classifier and the language model. Particularly, as a linear combination of affine transformation of image and language features, the caption model enables easy transfer of semantic knowledge between these two modalities, which allows predication of novel objects.

5. State of the art method comparison

5.1. Image captioning evaluation metrics

In this section, we will compare image captioning methods that give state of the art results. Being plagued by the complexity of the outputs, image captioning methods are difficult to evaluate. In order to compare image captioning systems as for their capability to generate human-like sentences with respect to linguistic quality and semantic correctness, various evaluation metrics have been designed. For state of the art method comparison, we need to introduce the commonly used evaluation metrics first.

In fact, the most intuitive way to determine how well a generated sentence describes the content of an image is by direct human judgements. However, because human evaluation requires large amounts of un-reusable human efforts, it is difficult to scale up. Furthermore, human evaluation is inherently subjective making it suffer from user variances. Therefore, in this paper we report method comparison based on automatic image captioning evaluation metrics. The used automatic evaluation metrics include BLEU [123], ROUGE-L [124], METEOR [125] and CIDEr [126]. BLEU, ROUGE-L and METEOR are originally designed to judge the quality of machine translation. Because the evaluation process of image captioning is exactly the same as machine translation, in which generated sentences are compared against ground truth sentences, these metrics are widely used for image captioning evaluation.

BLEU [123] is to use variable lengths of phrases of a candidate sentence to match against reference sentences written by human to measure their closeness. In other words, BLEU metrics are determined by comparing a candidate sentence with reference sentences in n-grams. Specifically, to determine BLEU-1, the candidate sentence is compared with reference sentences in unigram, while for calculating BLEU-2, bigram will be used for matching. A maximum order of four is empirically determined to obtain the best correlation with human judgements. For BLEU metrics, the unigram scores account for the adequacy, while higher n-gram scores account for the fluency.

ROUGE-L [124] is designed to evaluate the adequacy and fluency of machine translation. This metric employs the longest common subsequence between a candidate sentence and a set of reference sentences to measure their similarity at sentence-level. The longest common subsequence between two sentences only requires in-sequence word matches, and the matched words are not necessarily consecutive. Determination of the longest common subsequence is achieved by using dynamic programming technique. Because this metric automatically includes longest in-sequence common n-grams, sentence level structure can be naturally captured.

METEOR [125] is an automatic machine translation evaluation metric. It first performs generalized unigram matches between a candidate sentence and a human-written reference sentence, then computes a score based on the matching results. The computation involves precision, recall and alignments of the matched words. In the case of multiple reference sentences, the best score among all independently computed ones is taken as the final evaluation result of the candidate. Introduction of this metric is for addressing weakness of the BLEU metric, which is derived only based on the precision of matched n-grams.

CIDEr [126] is a paradigm that uses human consensus to evaluate the quality of image captioning. This metric measures the similarity of a sentence generated by the image captioning method to the majority of ground truth sentences written by human. It achieves this by encoding the frequency of the n-grams in the candidate sentence to appear in the reference sentences, where a Term Frequency Inverse Document Frequency weighting for each n-gram is used. This metric is designed to evaluate generated sentences in aspects of grammaticality, saliency, importance and accuracy.

5.2. Comparison on benchmark datasets

Three benchmark datasets that are widely used to evaluate image captioning methods are employed as the testbed for method comparison. The datasets are Flickr8K [32], Flickr30k [127] and Microsoft COCO Caption dataset [128].

Flickr8K [32] contains 8,000 images extracted from Flickr. The images in this dataset mainly contain human and animals. Each image is annotated by five sentences based on crowdsourcing service from Amazon Mechanical Turk. During image annotation, the Amazon Mechanical Turk workers are instructed to focus on the images and describe their contents without considering the context in which the pictures are taken.

Flickr30k [127] is a dataset that is extended from the Flickr8K dataset. There are 31,783 annotated images in Flickr30k. Each image is associated to five sentences purposely written for it. The images in this dataset are mainly about humans involved in everyday activities and events.

Microsoft COCO Caption dataset [128] is created by gathering images of complex everyday scenes with common objects in their natural context. Currently, there are 123,287 images in total, of which 82,783 and 40,504 are used for training and validation, respectively. For each image in the training and validation set, five human written captions are provided. Captions of test images are unavailable publicly. This dataset poses great challenges to the image captioning task.

The comparison is based on an experiment protocol that is commonly adopted in previous work. For datasets Flickr8k and Flickr30k, 1,000 images are used for validation and testing...
Table 2
Method comparison on datasets Flickr8k and Flickr30k. In this table, B-n, MT, RG, CD stand for BLEU-n, METEOR, ROUGE-L and CIDEr, respectively.

<table>
<thead>
<tr>
<th>Category</th>
<th>Method</th>
<th>Flickr8k B-1</th>
<th>Flickr8k B-2</th>
<th>Flickr8k B-3</th>
<th>Flickr8k B-4</th>
<th>Flickr8k MT</th>
<th>Flickr8k RG</th>
<th>Flickr8k CD</th>
<th>Flickr30k B-1</th>
<th>Flickr30k B-2</th>
<th>Flickr30k B-3</th>
<th>Flickr30k B-4</th>
<th>Flickr30k MT</th>
<th>Flickr30k RG</th>
<th>Flickr30k CD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multimodal learning</td>
<td>Karpathy and Fei-Fei [61]</td>
<td>0.579</td>
<td>0.383</td>
<td>0.245</td>
<td>0.160</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.573</td>
<td>0.369</td>
<td>0.240</td>
<td>0.157</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Mao et al. [35]</td>
<td>0.565</td>
<td>0.386</td>
<td>0.256</td>
<td>0.170</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.600</td>
<td>0.380</td>
<td>0.254</td>
<td>0.171</td>
<td>0.169</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Xiros et al. [59]</td>
<td>0.656</td>
<td>0.424</td>
<td>0.277</td>
<td>0.177</td>
<td>0.173</td>
<td>0.16</td>
<td>0.173</td>
<td>0.600</td>
<td>0.380</td>
<td>0.254</td>
<td>0.171</td>
<td>0.169</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Encoder–decoder framework</td>
<td>Donahue et al. [34]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.587</td>
<td>0.391</td>
<td>0.251</td>
<td>0.165</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Vinyals et al. [64]</td>
<td>0.630</td>
<td>0.410</td>
<td>0.270</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.670</td>
<td>0.450</td>
<td>0.300</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Jia et al. [65]</td>
<td>0.647</td>
<td>0.459</td>
<td>0.318</td>
<td>0.216</td>
<td>0.202</td>
<td>–</td>
<td>–</td>
<td>0.646</td>
<td>0.446</td>
<td>0.305</td>
<td>0.206</td>
<td>0.179</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Attention guided</td>
<td>You et al. [69]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.669</td>
<td>0.439</td>
<td>0.296</td>
<td>0.199</td>
<td>0.185</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Compositional architectures</td>
<td>Fu et al. [72]</td>
<td>0.670</td>
<td>0.457</td>
<td>0.314</td>
<td>0.213</td>
<td>0.203</td>
<td>–</td>
<td>–</td>
<td>0.649</td>
<td>0.462</td>
<td>0.324</td>
<td>0.230</td>
<td>0.189</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 3
Method comparison on Microsoft COCO Caption dataset under the commonly used protocol. In this table, B-n, MT, RG, CD stand for BLEU-n, METEOR, ROUGE-L and CIDEr, respectively.

| Category                  | Method        | MSCOCO B-1 | MSCOCO B-2 | MSCOCO B-3 | MSCOCO B-4 | MSCOCO MT | MSCOCO RG | MSCOCO CD | COCO B-1 | COCO B-2 | COCO B-3 | COCO B-4 | COCO MT | COCO RG | COCO CD |
|---------------------------|---------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-----------|-----------|-----------|-----------|-----------|-------------|-------------|-------------|
| Multimodal learning       | Karpathy and Fei-Fei [61] | 0.625 | 0.450 | 0.321 | 0.230 | 0.195 | – | – | 0.660 | – | – | – | – | – | – |
|                           | Mao et al. [35] | 0.670 | 0.490 | 0.350 | 0.250 | – | – | – | – | – | – | – | – | – | – |
|                           | Jia et al. [65] | 0.669 | 0.489 | 0.349 | 0.249 | – | – | – | – | – | – | – | – | – | – |
| Encoder–decoder framework | Donahue et al. [34] | 0.670 | 0.491 | 0.358 | 0.264 | – | – | – | 0.277 | 0.237 | – | 0.813 | – | – | – |
|                           | Vinyals et al. [64] | 0.670 | 0.491 | 0.358 | 0.264 | – | – | – | 0.277 | 0.237 | – | 0.813 | – | – | – |
| Attention guided          | Wu et al. [66] | 0.718 | 0.504 | 0.357 | 0.250 | 0.230 | – | – | – | – | – | – | – | – | – |
| Compositional architectures | Xu et al. [68] | 0.718 | 0.504 | 0.357 | 0.250 | 0.230 | – | – | – | – | – | – | – | – | – |
|                           | You et al. [69] | 0.709 | 0.537 | 0.402 | 0.304 | 0.243 | – | – | – | – | – | – | – | – | – |
|                           | Fang et al. [33] | – | – | – | – | – | – | – | 0.257 | 0.236 | – | – | – | – | – |
|                           | Fu et al. [72] | 0.724 | 0.555 | 0.418 | 0.313 | 0.248 | 0.532 | 0.555 | – | – | – | – | – | – | – |

respectively, while all the other images are used for training. For the Microsoft COCO Caption dataset, since the captions of the test set are unavailable, only training and validation sets are used. All images in the training set are used for training, while 5,000 validation images are used for validation, and another 5,000 images from the validation set are used for testing. Under the experiment setting described above, image captioning comparison on datasets Flickr8k and Flickr30k is shown in Table 2, and comparison results on the Microsoft COCO Caption dataset are shown in Table 3.

In the method Karpathy and Li [61], a multimodal Recurrent Neural Network is trained to align image regions and sentence fragments for image captioning. The authors report their results on the benchmark datasets Flickr8k, Flickr30k and Microsoft COCO Caption dataset in Tables 2 and 3, respectively. On Flickr8k, the achieved BLEU-1, BLEU-2, BLEU-3 and BLEU-4 scores are 0.579, 0.383, 0.245 and 0.160, respectively. Similar results are achieved on the Flickr30k dataset, which are 0.573, 0.369, 0.240 and 0.157, respectively. Higher scores are achieved by their method on the Microsoft COCO Caption dataset for all the BLEU-n evaluation metrics. Furthermore, on this dataset, METEOR and CIDEr scores are reported, which are 0.195 and 0.660, respectively.

Another multimodal learning based image captioning method is Mao et al. [35], where a deep Convolutional Neural Network is used to extract visual features from images, and a Recurrent Neural Network with a multimodal part is used to model word distributions conditioned on image features and context words. In their method, words are generated one by one for captioning images. They evaluate their method on all three benchmark datasets, with respect to BLEU-n metrics. Their method outperforms Karpathy and Li [61] on all three benchmarks. The results show that multimodal learning based image captioning method that generates image descriptions word by word can outperform the one using language fragments due to its flexibility.

After the encoder–decoder framework is introduced to solve the image captioning problem, it becomes a popular paradigm, and promising performances are demonstrated. Donahue et al. adopt a deep Convolutional Neural Network for encoding and a Long Short-Term Memory Recurrent Network for decoding to generate sentence descriptions for input images [34]. In Donahue's method, both image feature and context word feature are provided to the sequential model at each time step. On the Flickr30k dataset, the achieved BLEU-n scores are 0.587, 0.391, 0.251 and 0.165, respectively. On the Microsoft COCO Caption dataset, the achieved BLEU-n scores are 0.669, 0.489, 0.349 and 0.249, respectively. The results are superior to Karpathy and Li [61], but a little bit inferior to Mao et al. [35].

With the same encoder–decoder framework, Vinyals et al. [64] outperform Donahue et al. [34] by feeding image features to the decoder network at only the initial time step. In Vinyals' method, inputs to the decoder at the following time steps are features of previously predicated context words. They report BLEU-1, BLUE-2 and BLUE-3 scores on the Flickr8k and Flickr30k datasets and report BLUE-4, METEOR and CIDEr scores on the MSCOCO dataset. As for the reported results, they outperform multimodal learning based image captioning methods [35, 61] and the other encoder–decoder based method [34]. The results show that compared to multimodal learning based image captioning framework, the encoder–decoder framework is more effective for image captioning.

Following the encoder–decoder paradigm, Jia et al. [65] propose to extract semantic information from images and add the information to each unit of the Long Short-Term Memory Recurrent Neural Network during the process of sentence generation for generating image descriptions that are closely related to image contents. Through this manner, the BLEU-n scores on the Flickr8k dataset are improved to 0.647, 0.459, 0.318 and 0.216, respectively. And the BLEU-n scores on the Flickr30k dataset are improved to 0.646, 0.446, 0.305 and 0.206, respectively. The METEOR scores on the Flickr8k and Flickr30k are 0.202 and 0.179, respectively. Compared to the basic encoder–decoder framework, results achieved by their method are much higher. And scores reported by the authors on the MSCOCO dataset are also competitive with other methods.
With the encoder–decoder framework, Xu et al. [68] propose to add the attention mechanism to the model, so that the attentive encoder–decoder model is able to dynamically attend salient image regions during the process of image description generation. Xu et al. reported their BLEU-n and METEOR scores on all three benchmark datasets. Their results are comparable to Jia et al. [65].

To take advantages of the complimentary properties of bottom-up and top-down image captioning approaches, You et al. [69] propose a semantic attention model to incorporate cognitive visual cues into the decoder as attention guidance for image captioning. Their method is evaluated on the Flickr30k and MSCOCO dataset, with BLEU-n and METEOR scores reported. The experiment results show that their method can improve the scores further compared to Xu et al. [68] and Jia et al. [65]. The results show that appropriate modifications to the basic encoder–decoder framework by introducing attention mechanism can improve the image captioning performances effectively.

A compositional architecture is used by Fu et al. [72] to integrate independent building blocks for generating captions for input images. In their method, the word generation process is aligned to visual perception of image regions, and scene-specific contexts are introduced to capture high-level semantic information in images for adapting word generation to specific scene types. The authors report their experiment results on all three benchmark datasets with respect to evaluation metrics BLEU-n, METEOR and CIDEr. Most of the reported results can outperform other methods. However, although methods based on compositional architectures can utilize information from different sources and take advantages of strengths of various methods to give better results than most of the other methods, they are usually much more complex and relatively hard to implement.

To ensure consistency in evaluation of image captioning methods, a test server is hosted by the MSCOCO team [128]. For method evaluation, this server allows researchers to forward captions generated by their own models to it for computing several popular metric scores. The computed metric scores include BLEU, METEOR, ROUGE and CIDEr. The evaluation on the server is on the “test 2014” test set of the Microsoft COCO Caption dataset, whose ground truth captions are unavailable publicly. With each image in the test set accompanied by 40 human-written captions, two types of metrics can be computed for caption evaluation, i.e., C5 and C40, which means to compare one caption against 5 reference captions and 40 reference captions for metric score computation, respectively. Evaluation results of previous methods on the test server are summarized in Table 4.

From Table 4, it can be seen that image captioning evaluation metric scores computed based on C40 are higher than the ones computed based on C5. This is because the evaluation metrics are computed based on the consistency between the generated description and the reference descriptions. Therefore, more references can usually lead to higher probability of matching, resulting in higher metric scores.

From Tables 3 and 4, it can be seen that although image captioning evaluation metric scores computed on the MSCOCO test server are different from the ones computed under the commonly used protocol, the tendency of the performances of the methods are similar. The method Mao et al. [35], which is multimodal learning based, is outperformed by encoder–decoder based image captioning methods Donahue et al. [34] and Vinyals et al. [64]. Although both methods Donahue et al. [34] and Vinyals et al. [64] are based on the encoder–decoder framework, with different decoding mechanisms, like in Tables 2 and 3, Vinyals et al. [64] achieve higher scores than Donahue et al.[34], with respect to all used evaluation metrics.

Incorporating additional information into the encoder–decoder framework can improve the image captioning performance further. For example, by using the attention mechanism, Xu et al. [68] give superior performances to Donahue et al. [34]. By incorporating visual concepts into the encoder–decoder framework, Wu et al. [66] outperform Xu et al. [68]. By using a semantic attention model, You et al. [69] achieve superior performances to nearly all the other methods.

These results show that various kinds of cues from the images can be utilized to improve image captioning performances of the encoder–decoder framework. And effectiveness of different information may be different for improving the image captioning performance. And even with the same structure, when information are fed to the framework in different ways, quite different results may be achieved.

On MSCOCO test server image captioning methods based on compositional architectures can usually give relatively good results. Fu et al. [72], which is a compositional architecture, achieve image captioning scores comparable to You et al. [69], and another compositional method Fang et al. [33] can also outperform multimodal based method Mao et al. [35] and encoder–decoder based method Donahue et al. [34] and Xu et al. [68].

In summary, from Table 4, it can be observed that when using the MSCOCO test server for image captioning method evaluation, image captioning methods based on the encoder–decoder framework [34], [64] outperform the multimodal learning image captioning method [35], noticeably. When semantic information or attention mechanisms are used [66], [69], the performance can be improved further. Currently, the best results on the MSCOCO test server are achieved by image captioning methods that utilize attention mechanisms to augment the encoder–decoder framework [69] [70], which outperform the compositional method [72] slightly (Accessed in March, 2017).

Finally, in Fig. 5 we show examples of image captioning results obtained based on different approaches to give readers a straightforward impression for different kinds of image caption methods.
6. Future research directions

Automatic image captioning is a relatively new task, thanks to the efforts made by researchers in this field, great progress has been made. In our opinion there is still much room to improve the performance of image captioning. First, with the fast development of deep neural networks, employing more powerful network structures as language models and/or visual models will undoubtedly improve the performance of image description generation. Second, because images are consisted of objects distributed in space, while image captions are sequences of words, investigation on presence and order of visual concepts in image captions are important for image captioning. Furthermore, since this problem fits well with the attention mechanism and attention mechanism is suggested to run the range of AI-related tasks [129], how to utilize attention mechanism to generate image captions effectively will continue to be an important research topic. Third, due to the lack of paired image-sentence training set, research on utilizing unsupervised data, either from images alone or text alone, to improve image captioning will be promising. Fourth, current approaches mainly focus on generating captions that are general about image contents. However, as pointed by Johnson et al. [130], to describe images at a human level and to be applicable in real-life environments, image description should be well grounded by the elements of the images. Therefore, image captioning grounded by image regions will be one of the future research directions. Fifth, so far, most of previous methods are designed to image captioning for generic cases, while task-specific image captioning is needed in certain cases. Research on solving image captioning problems in various special cases will also be interesting.

7. Conclusion

In this paper, we present a survey on image captioning. Based on the technique adopted in each method, we classify image captioning approaches into different categories. Representative methods in each category are summarized, and strengths and limitations of each type of work are talked about. We first discuss early image captioning work which are mainly retrieval based and template based. Then, our main attention is focused on neural network based methods, which give state of the art results. Because different frameworks are used in neural network based methods, we further divided them into subcategories and discussed each subcategory, respectively. After that, state of the art methods are compared on benchmark datasets. Finally, we present a discussion on future research directions of automatic image captioning.
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